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Juan David Gutiérrez is an associate professor at Universidad del Rosario (Colombia) where researches and teaches

on public policy and artificial intelligence.

Shutterstock

In the last week of March, a judge in Peru and a magistrate in Mexico claimed that they used OpenAI’s ChatGPT to

motivate a second instance ruling and to illustrate their arguments in a court hearing, respectively. Peruvian and

Mexican news reports framed the use of ChatGPT in judicial proceedings as a positive innovation and did not raise

concerns about how the chatbot was used.

https://www.shutterstock.com/image-vector/gavel-vintage-hand-drawn-vector-illustration-116976958
https://img.lpderecho.pe/wp-content/uploads/2023/03/Expediente-00052-2022-18-3002-JP-FC-01-LPDerecho.pdf
https://www.youtube.com/watch?v=OwaZg3quyls&t=3679s
https://lpderecho.pe/primera-sentencia-peru-asistencia-inteligencia-artificial/
https://www.milenio.com/politica/tepjf-valida-morena-use-frase-edomex
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The Peruvian judge and the Mexican magistrate are not the first judicial officials in Latin America who have turned

to ChatGPT to draft and/or motivate part of their decisions. In February, I reported about a judge and a magistrate

in Colombia that used ChatGPT to draft judicial decisions (Maia Levy Daniel also reported on the cases in Tech

Policy Press). 

Moreover, at the beginning of March, five of the ten Court of Appeals Judges that participated in the process to fill

one of the vacancies of the Supreme Court of Chile discussed the use of artificial intelligence (AI) in the judiciary.

One of them even referred to the case of the Colombian judge who transcribed four prompts and answers from

ChatGPT to motivate his ruling.

The new cases in Peru and Mexico demonstrate why the judges should have taken greater care when using large

language models (LLMs) in their work.

Peruvian judge uses ChatGPT to decide how to do mathematical
calculations

In the Peruvian case, the use of ChatGPT appeared to be very limited (Process No. 00052-2022-18-3002-JP-FC-01).

The Specialized Judge of the Transitory Civil Court of San Juan de Miraflores, of the Judicial District of South Lima,

decided a second instance case related to the determination of the child support obligations that a mother and a

father had with respect to their daughter, who was born in December 2021. 

The judge “invoked” ChatGPT in the motivation section of the ruling, in which he had to calculate the value of the

child support obligation that corresponded to the father and the mother in proportion to their “economic

possibilities and personal conditions”. In the eleventh recital, the judge reported that:

“…through the assistance of the Artificial Intelligence platform of Open AI – Chat GTP[1] (sic), it is
appropriate to apply the technique of mathematical proportion, in order of establishing what is the
contribution that corresponds to each parent, according to their income, to meet the living expenses of
their daughter.”

https://verfassungsblog.de/colombian-chatgpt/
https://techpolicy.press/the-technosolutionism-trap-the-risky-use-of-tech-by-the-colombian-judiciary/
https://prensa.udd.cl/files/2023/03/pedro-pablo-vergara-el-mercurio.png
https://verfassungsblog.de/colombian-chatgpt/
https://img.lpderecho.pe/wp-content/uploads/2023/03/Expediente-00052-2022-18-3002-JP-FC-01-LPDerecho.pdf
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In other words, the judge apparently consulted which mathematical operation was required to calculate the

proportion of child support that each parent should assume according to his and her capacity. At this point it is

worth adding that the judge was not entirely transparent about how he used the system because he did not reveal

the prompt or prompts he used, nor the answer(s) he received from the system. We also do not know if he

prompted ChatGPT to do the calculation directly. 

The only trace the judge left about his query to the system was a footnote in which he transcribed the URL of his

interaction with ChatGPT. Perhaps the judge was unaware that including that URL offered no clue about his

ChatGPT query because other users cannot access his past interactions with the system. 

This point is not minor, because it indicates that the judge was not familiar with how the tool works. Moreover, if he

asked ChatGPT to do the calculation, it suggests he was unaware that these types of LLMs are not trained to

perform precise mathematical calculations. The inability of ChatGPT to resolve these types of queries is notorious

and it is not difficult to identify the high frequency of errors it produces when faced with these types of questions.

In summary, there were two problematic aspects of the Peruvian judge’s use of ChatGPT to draft the judgment that

was rendered on March 27, 2023: first, he was not transparent about how he used the system to support his

decision; second, he was apparently unfamiliar with how the system works, which may imply that he was unaware

of its limitations and risks.

Mexican magistrate uses ChatGPT to inquire about the
expression “you know who”

At the hearing of the SUP-JE-21/2023 process, held on March 29, 2023, Magistrate Reyes Rodríguez Mondragón,

president of the Superior Chamber of the Electoral Tribunal of the Mexican Judiciary, indicated that he had

consulted ChatGPT on his phone. He read some of the outputs that he obtained from the chatbot to illustrate how

a ruling could be easily motivated with the help of ChatGPT.

https://chat.openai.com/chat/ca6a3d92-134e-4c8f-a84f-d48084f9fb70
https://www.wsj.com/articles/ai-bot-chatgpt-needs-some-help-with-math-assignments-11675390552
https://www.psychologytoday.com/us/blog/your-internet-brain/202303/think-chatgpt-is-smart-ask-it-to-do-arithmetic
https://www.youtube.com/watch?v=OwaZg3quyls&t=3679s
https://www.te.gob.mx/blog/reyes/front/lecture


9/21/23, 9:41 AM Judges and Magistrates in Peru and Mexico Have ChatGPT Fever

https://techpolicy.press/judges-and-magistrates-in-peru-and-mexico-have-chatgpt-fever/ 5/12

Before explaining how ChatGPT was used by the magistrate and the discussion that ensued in the Tribunal, it is

pertinent to provide the context of the case. In this process, the Electoral Tribunal had to decide about an appeal

filed against a first judgment that dealt with the use of the expression “you know who” (in Spanish, “ya sabes quién”)

as part of the electoral pre-campaign advertisements of the Morena party in the State of Mexico. The legal

question addressed by the Electoral Tribunal was whether the use of the expression could generate a situation of

imbalance in the pre-campaign, since it could be interpreted as a signal of support by President Andrés Manuel

López Obrador.

In the hearing in which the first instance ruling of the local electoral court was examined, Judge Rodríguez

Mondragón argued the judgment should be revoked since it did not include a contextual analysis of the use of the

expression “you know who” and, therefore, there was a legal defect due to lack of completeness. 

To illustrate how a ruling could be motivated, Justice Rodríguez Mondragón stated the following:

“For example, here on the cell phone, I have been making consultations to PT Chat (sic) […] if you know
who ‘you know who’ is and the answer is that in the Mexican political context it is the president […] they
refer to President Andrés Manuel López Obrador and it gives us an explanation that this reference was
popularized in 2018 in the campaign.”

The magistrate did not stop there. He made additional queries to ChatGPT which he referenced during the hearing:

“I also asked PT Chat (sic)… who was referred to as the ‘unnamable’ or ‘the one who is not named’, and it
answers that to Voldemort in the Harry Potter series. […] I think that if I also use the same paragraphs, I
could ask whether this is an act in anticipation of a campaign or pre-campaign and it provides an
explanation, that is, if the artificial intelligence gives us an explanation of context with motivations, this is
what is expected from a court that reasons about the expressions that are analyzed.”

Then the magistrate continued his argument that the courts of first instance should offer arguments and reasons to

justify their rulings and insisted on his comparison between ChatGPT’s supposed ability to reason. The magistrate

ended with an implicit invitation to use systems such as ChatGPT to draft judicial rulings:

https://www.milenio.com/politica/tepjf-valida-morena-use-frase-edomex
https://www.youtube.com/watch?v=OwaZg3quyls&t=3679s
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“[…] the Electoral Tribunal of the State of Mexico reiteratively is not complying with the principle and
duty of exhaustiveness… it is not providing sufficient reasons… when even technology now facilitates a
series of information, obviously processing databases and all the knowledge that is available to the
courts.”

Unlike the Peruvian judge, the Mexican magistrate did expressly explain the queries he put to ChatGPT and how he

proposed that judges rely on such systems to draft judicial sentences. But the Mexican judge, like the Peruvian

judge, seemed to be uninformed about the limitations of LLMs. Given that these systems provide incorrect and

imprecise information and even mix fictional elements in their answers, they are not an ideal tool for answering

queries on factual matters.

Afterwards, Justice José Luis Vargas took the floor to criticize the way in which his colleague proposed that judges

use tools such as ChatGPT: 

“I would like to think that what you have just told us is simply an isolated example and is not a forecast of
what will be the jurisprudence of this court…because I would be concerned that now our resolutions will
be taken based on what ChatGPT says.”

Then Justice Vargas expressed his concern about what role the courts would have if in the future ChatGPT was to

define cases from start to finish, arguing that this type of system “still has quite a few errors” and that “that is the

reason why I think we human beings will be in charge of this kind of positions for a good while.”

Judge Vargas is right to be concerned about the risk of judicial officers relying on ChatGPT to absolve legal,

technical, and factual questions. The tool may be useful to explore topics, but it is not suitable to use its answers to

motivate rulings without a detailed verification of each sentence included in the synthetic text generated by the

system. 

Automated or semi-automated decision systems used by states to perform their public functions should always be

subject to close human scrutiny and control. This is especially important in the context of judicial functions, as

https://www.youtube.com/watch?v=OwaZg3quyls&t=4011s
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4294032


9/21/23, 9:41 AM Judges and Magistrates in Peru and Mexico Have ChatGPT Fever

https://techpolicy.press/judges-and-magistrates-in-peru-and-mexico-have-chatgpt-fever/ 7/12

certain uses of some artificial intelligence tools may have negative consequences for the fundamental rights of the

parties to the proceedings, and of third parties.

Conclusion

It seems likely that judges from other countries of Latin America will use ChatGPT to draft rulings and to participate

in court hearings. In other countries in the Global South, such as India and Pakistan, similar cases have emerged in

the last weeks. Two common themes in these cases  are the idea that LLMs may save time in the drafting process

of judicial decisions and the lack of digital literacy of the judges, each of whom used ChatGPT as if it was a reliable

source of information. 

As it has been widely reported and documented, the outputs produced by these systems often contain inaccurate,

incorrect, and even fictitious information. LLMs may be useful for exploring topics, summarizing texts, and even for

inspiration, but they are not suitable tools for answering factual, technical, or even legal questions.

Hence, it is urgent that the bodies in charge of judiciary governance in Latin America open a dialogue on the use of

LLMs as support tools for the drafting of judicial decisions. It is necessary to publicly discuss which types of AI and

which uses of these technologies are appropriate, and which should be avoided.

Finally, judicial operators should have basic knowledge about how LLMs work, how they were developed, what

they can be suitable support tools for, and what limitations and risks they present. They should not turn to ChatGPT

as if it was an oracle that can answer everything reliably. 
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https://interestingengineering.com/culture/pakistani-court-utilizes-chatgpt-4-to-grant-bail?s=03
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VIET NAM

1. BACKGROUND

Viet Nam’s landscape of data governance is a collage of legal instruments variously 
reflected in the country’s constitution, criminal code, civil code, and a raft of sectoral and 
procedural regulations. 

Taken together, the Ministry of Public Security’s (MPS) much-anticipated Draft Decree 
on Personal Data Protection (“draft PDPD”) and the Draft Decree on Sanctions against 
Administrative Violations in Cybersecurity (“draft cybersecurity decree”) constitute 
the government’s ambitious effort at consolidating its numerous regulations into one 
comprehensive law.

The draft PDPD was released for public consultation in February 2021 and was originally 
scheduled to take effect in December 2021.196 At the time of writing, the draft PDPD is still 
pending enactment, although a revised version appears to have been approved with the 
government’s issuance of Resolution No. 27/NQ-CP in March 2022. That version has yet 
to be disclosed. It appears that with the Resolution’s authorization of the MPS to further 
develop the PDPD in consultation with the Standing Committee of the National Assem-
bly (SCNA), other amendments may be possible. As of the time of writing, this process 
seems likely to cause further delay to the enactment of the PDPD as the MPS is not due 
to submit the final version of the PDPD to the government for issuance till May 2022.197

Similarly, the draft cybersecurity decree was released for comments from September to 
November 2021, with an expected promulgation date soon after. As of the second quarter 
of 2022, however, its enactment remains forthcoming. Paradoxically, although this doc-
ument offers clarifying guidelines to several provisions of Viet Nam’s controversial Law 
on Cybersecurity 2018, the draft cybersecurity decree differs from the Law on Cybersecu-
rity by taking a narrower approach to data localization, perhaps in response to industry’s 
forceful representations.198 Given the decree is meant to operationalize the law, it will 
be interesting to see how this divergence is resolved when the final version of the decree 
takes effect.

The government’s data localization requirement has been one of the most scrutinized 
aspects of its data governance framework, seen by business and industry as prohibitive 
to the development of a robust and secure digital economy, but viewed by the govern-
ment as fundamental to preserving digital sovereignty and “social order and safety.”199 
For Hanoi, striking a balance between the two is proving an urgent challenge, particu-
larly in light of its commitments under the Comprehensive and Progressive Agreement 
for Trans-Pacific Partnership (CPTPP) and the country’s newly-issued National Strategy 
for Development of Digital Economy and Digital Society by 2025, Orientation to 2030.

https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-nhan-465185.aspx
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-a-full-data-privacy-law
https://www.bsa.org/sites/default/files/2019-03/06052018VNJointIndustrySubmissiondraftCybersecLaw.pdf
https://www.economica.vn/Content/files/LAW%20&%20REG/Law%20on%20Cyber%20Security%202018.pdf
http://www.asemconnectvietnam.gov.vn/default.aspx?ZID1=3&ID1=2&ID8=118296
http://www.asemconnectvietnam.gov.vn/default.aspx?ZID1=3&ID1=2&ID8=118296
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Prime Minister Phạm Minh Chính’s January 2022 decision (Decision 06/QD-TTg) 
“to approve the Scheme on developing the application of data on population, identifica-
tion, electronic authentication data for national digital transformation in the 2022–2025 
period, with a vision toward 2030” paves the way for a full-fledged personal data protec-
tion law that would be more comprehensive than the PDPD.200 The decision directs the 
MPS to conduct research and consultation to draft such a law by 2024.

2.  USAGE AND IMPACT

Consultations with informants revealed that tensions between the utility of data flows to 
advance the economy, on the one hand, and its implications for national security, on the 
other, pervade the discourse on data governance in Viet Nam.

Data for the digital economy

Viet Nam’s goal is for the digital economy to account for 20 percent of its gross domes-
tic product (GDP) by 2025. In the first half of 2021, one year into the pandemic, more 
than half (55 percent) of the country’s eight million 
new digital consumers logged on from non-metro 
areas. Its e-commerce sector grew 53  percent 
year-on-year in 2021 and its overall internet 
economy is projected to reach USD57  billion in 
value by 2025.201

Yet, despite this bullish commercial outlook, Hanoi remains conscious about the head-
winds it faces, especially against the backdrop of recovery from the pandemic, in order to 
achieve the 20 percent digital economy goal it set out for itself over the next three years. 
That would require maintaining an average annual growth of the digital economy at 
about 20 percent, a rate three times higher than the expected annual GDP growth.

Under normal circumstances, the Ministry of Information and Communications estimates 
that the digital economy will account for only 10.4 percent of GDP by 2025, with the ICT, tel-
ecommunications, and internet economy together accounting for about 7.9 percent of GDP. 
With an emphasis on digital transformation, the digital economy could reach 19.9 percent 
of GDP. A “breakthrough scenario”, however, could see the digital economy contributing 
26.2 percent to GDP, surpassing the 20 percent target rate. This would warrant the con-
certed development of national strategies and programs; the review and amendment of 
certain laws, mechanisms, and policies; and an acceleration of the implementation of the 
National Digital Transformation Program, including skills training.202

Over the last few years in Viet Nam, there has been growing recognition that domestic 
reforms will have to be made in order for this digital transformation to keep pace with 
the government’s agenda.203 Since data drives digital transformation, Hanoi must achieve 

Viet Nam’s goal is for the digital 
economy to account for 20 
percent of its gross domestic 
product (GDP) by 2025

https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://services.google.com/fh/files/misc/vietnam_e_conomy_sea_2021_report.pdf
https://en.vietnamplus.vn/three-scenarios-to-help-digital-economy-make-breakthrough-by-2025/220950.vnp
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a fine balance between enabling data flows for ease of business and regulating it enough 
to ensure data is protected. In the face of domestic constraints, external pressures some-
times help. In November 2018, Viet Nam ratified the CPTPP. On January 2019, the CPTPP 
entered into force in the country, starting the five-year clock for Hanoi to realign its data 
localization requirements with its obligations under the CPTPP’s e-commerce chapter.

Viet Nam’s position on data localization is primarily outlined in three of its legal instru-
ments: the Law on Cybersecurity 2018, the draft cybersecurity decree, and the draft 
PDPD. Of the three, the Law on Cybersecurity is broadest in scope. Article 26 states that 
all domestic and foreign enterprises offering services “on telecommunication networks 
or the internet and value-added services in cyberspace in Viet Nam” must locally store 
data related to those services for a period specified by the government. Foreign com-
panies must also establish a branch or representative office in Viet Nam. There are no 
exceptions to this provision.

By contrast, Article 26 of the draft cybersecurity decree narrows the scope of localization 
to when the foreign provider has full knowledge that their service or platform is being 
used to commit offences and the provider fails to mitigate or remedy the situation.204 
Additionally, the mandate for localization only applies to foreign companies engaged in 
certain services. These include telecommunications, data storage, domain name service, 
e-commerce, online payment, social networking and media, and online electronic games. 
However, this list remains an expansive one and industry players have urged for localiza-
tion to be restricted to only the most sensitive national security data, if necessary, and 
for localization to exclude enterprises that do not disseminate information to the public, 
such as enterprise software and cloud service providers.205

The initial version of the draft PDPD circulated for public comments stipulates four 
conditions determining the transfer of personal data from Viet Nam abroad. These are 
consent from the data subjects, storage of the original data in Viet Nam, proof of the 
recipient country having at least equivalent personal data protection levels (the “ade-
quacy” requirement), and a written approval for transfer from the Personal Data Protec-
tion Commission (PDPC). The draft PDPD also requires data controllers or processors 
that transfer data abroad to store data transfer history for three years.206

An exemption may be applied to all these conditions. However, this exemption is itself 
conditional on consent from the data subject, PDPC approval, a commitment of data pro-
tection from the data processor, and/or a commitment from the data processor to apply 
data protection measures. It is unclear if the data transferor will need to meet any or all 
four conditions to be exempt.

Since the approved version of the draft PDPD has not yet been released, the question 
remains whether these provisions will make the final cut of the decree, given the foresee-
able compliance costs and delays businesses will face.207 In its comments on the outline 
of the draft PDPD in November 2020, the Asia Internet Coalition, comprising technology 

http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://hhttps//www.economica.vn/Content/files/LAW & REG/Law on Cyber Security 2018.pdf
https://www.bsa.org/policy-filings/vietnam-bsa-comments-on-draft-decree-implementing-law-on-cybersecurity
https://aicasia.org/wp-content/uploads/2020/02/AIC-Comments-on-Outline-of-Draft-Decree-on-Personal-Data-Protection-EN.pdf
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giants such as Airbnb, Amazon, Expedia Group, Facebook (Meta), Google, and Grab, 
expressed concern that the restriction of cross-border data flows would not only hinder 
investment and innovation but could also result in greater cyber insecurity. 

Data for public policy

Viet Nam’s digital transformation plans for improved public services delivery can be 
traced back to the mid-2000s.208 In 2018, frustrated by the slow implementation of the 
2010–2020 Master Program on Public Administration Reform, the then prime minister 
Nguyễn Xuân Phúc (now Viet Nam’s president) established a high-level national com-
mittee for e-government comprising ministers and industry leaders to improve public 
administration and the business environment, as well as eradicate fraud and corruption. 
The government even reached out to Japan for support in fast tracking the operationali-
zation of Viet Nam’s e-government policy.209 

In June 2021, the prime minister issued the country’s very first e-government strategy 
(Decision No. 942/QD-TTg), with specific efficiency targets to be achieved by 2025. These 
include requirements for people to declare their data only once, for at least 80 percent of 
administrative documents to be wholly processed online, for 100 percent of state agen-
cies to provide online services around-the-clock, for 100 percent of officials to have 
digital identities, and for each citizen to possess a digital identity and QR code.210 
Significantly, the strategy calls for an assertive push to develop national databases on 
Viet Nam’s population, land, and enterprises, with specialized, sectoral data on finance, 
insurance, agriculture, and health, among others, in order to achieve its goal of being 
ranked by the United Nations as one of the world’s top 30 countries in e- and digital gov-
ernment by the year 2030. In 2020, Viet Nam ranked 86th out of 193.211 This 2021 strategy 
is simply one component of the government’s larger national digital transformation plan, 
in addition to its various other resolutions and strategies on the Fourth Industrial Revo-
lution and sustainable development.212

In response to the COVID-19 pandemic, Viet Nam 
rolled out several digital health applications, most 
of which were new, although at least one had long 
been in existence and was adapted to account for the 
coronavirus. The national electronic Communicable 
Disease Surveillance system (eCDS) was the first 
nationwide, computerized collection of case data 
on hospital admissions. It was developed in 2004, 
and over the years surveilled outbreaks of dengue; 
hand, foot, and mouth disease; severe acute res-
piratory infections; and Zika. However, the limitations of the eCDS in capturing follow-up 
case information prompted the Ministry of Health to develop a COVID-19-specific online 
case management software for control measures and risk communication.213

In response to the COVID-19 
pandemic, Viet Nam rolled out 
several digital health applications, 
most of which were new, although 
at least one had long been 
in existence and was adapted 
to account for the coronavirus

https://www.itu.int/en/ITU-D/Regional-Presence/AsiaPacific/Documents/Events/2017/Sep-SCEG2017/SESSION-2_Vietnam_Mr_Lap_Hien_Do.pdf
https://openjicareport.jica.go.jp/pdf/12345229.pdf
https://english.luatvietnam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.mic.gov.vn/Pages/TinTuc/tinchitiet.aspx?tintucid=147615
https://publicadministration.un.org/egovkb/en-us/Data/Country-Information/id/189-Viet-Nam
https://www.frontiersin.org/articles/10.3389/fpubh.2021.672732/full
https://www.frontiersin.org/articles/10.3389/fpubh.2021.672732/full
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As in neighboring countries in Southeast Asia, Viet Nam also deployed a Bluetooth-based 
contact tracing app, with theirs called Bluezone. Unsurprisingly, the app raised privacy 
concerns among some, despite the government’s assurances of confidentiality, anonym-
ity, and transparency. This apprehension was accentuated by larger misgivings about 
state surveillance under Viet Nam’s model of government. However, a privacy review of 
contact tracing apps in Southeast Asia by a local team from the International Association 
of Privacy Professionals found that Bluezone, together with Singapore’s TraceTogether 
app, actually used the least number of permissions to perform its functions when com-
pared against other apps.214 MIT Technology Review’s larger survey of 25 contact tracing 
apps around the world credited Bluezone for using a voluntary, decentralized, and trans-
parent system, but found that the app nevertheless required access to contacts and other 
media such as photos on the user’s mobile device.215 

Although there was a low initial uptake of only about 100,000 downloads of Bluezone 
when it was launched in April 2020, that number shot up to 20 million in a span of only 
four months as a government campaign galvanized public support for doing the right 
thing by protecting the individual, community, and country.216 Any unease about the data 
security and privacy of Bluezone seemed to have been overridden by a stronger sense of 
community and public confidence in government in the earlier stage of the pandemic.217 
However, that confidence dipped dramatically among policy elites as Hanoi’s perfor-
mance rating took a hit in 2022 after the surge of the COVID-19 Delta variant and a slow 
national vaccination roll-out in 2021.218

CASE STUDY
DATA SHEDS LIGHT ON VIOLENCE AGAINST WOMEN 

In 2010, a nationwide survey conducted by the General Statistics Office 
(GSO) of Viet Nam shed light on the prevalence and severity of the violence 
experienced by women on a nationwide scale. Fifty-eight percent of women 
reported experiencing physical, sexual, or emotional abuse by their husbands, 
and 87 percent had not sought any form of help.

Prior to the survey, little was known about the true extent of the violence 
women faced in Viet Namese society, as it was traditionally viewed as a private 
family affair which was not to be discussed in public settings. The Vietnamese 
authorities had no information to guide policymaking and government strategies 
and it was difficult to improve the legal framework or challenge the cultural 
stigma surrounding the issue.

https://southeastasiaglobe.com/bluezone-contact-tracing-app/
https://southeastasiaglobe.com/bluezone-contact-tracing-app/
https://www.techinasia.com/intrusive-asean-contacttracing-apps
https://www.technologyreview.com/2020/05/07/1000961/launching-mittr-covid-tracing-tracker/
https://ictnews.vietnamnet.vn/cuoc-song-so/ung-dung-khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-dung-62780.html
https://vovworld.vn/en-US/spotlight/bluezone-covid19-tracing-app-records-20-million-downloads-894313.vov
https://www.iseas.edu.sg/media/commentaries/fighting-covid-19-in-vietnam-striking-a-delicate-balance-between-public-safety-and-privacy/
https://www.iseas.edu.sg/wp-content/uploads/2022/02/The-State-of-SEA-2022_FA_Digital_FINAL.pdf
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The survey collected both qualitative and quantitative data to capture 
a comprehensive picture of the situation in Viet Nam. The data marked 
the start of a new era in promoting gender equality in Viet Nam. It “catalyzed 
a public conversation about the nature of violence against women, raised 
awareness around coping strategies and available support services, and 
informed new government strategies and policy responses addressing 
violence against women.”

3.  CHALLENGES AND PROSPECTS

Hanoi’s drive to digitally transform Viet Nam’s governance, economy, and society is pal-
pable from the many decisions, resolutions, and strategies that the country’s leaders have 
issued over the years. Political will, therefore, is not in short supply.

Rather, Viet Nam will have to overcome several other hurdles as it seeks acceleration on 
the digital superhighway. These include upskilling and building human resource capac-
ity, enhancing cybersecurity, and improving the country’s digital infrastructure ecosys-
tem sustainably, all of which were raised in our expert consultations and have also been 
discussed extensively elsewhere.219

Consolidation of legal instruments

However, as discussed above, the immediate imperative is for Viet Nam to consoli-
date and reconcile its array of legal regulations, especially those related to localization. 
An added complication is the disjuncture between the language of some of these regu-
lations, on the one hand, and how they are enforced, on the other.220 The drafts of the 
cybersecurity and PDPD decrees are cases in point. Further, as informants noted, valid 
concerns about managing cybersecurity risks and fraudulent online content can lead 
to the formulation of overly rigid and prescriptive draft regulations that could, in turn, 
result in unintended negative consequences. Viet Nam’s amendments to Decree 72 on the 
Management, Provision, and Use of Internet Services and Online Information was cited 
as an example of regulatory obligations that were extended to cloud service providers 
without recognizing the shared responsibility model of cloud computing or its restric-
tive effects on cross-border data flows.221 Moving forward, Hanoi will have to ensure that 
legal instruments regulating data capture, storage, or transfers are specific and predicta-
ble enough for both large and small businesses to operate, but also sufficiently flexible to 
anticipate, or respond to, changes in the digital landscape.

The requirement of explicit consent for businesses to collect data, such as through 
pop-up windows on websites or applications, would strengthen data privacy in the 
country, a particular concern given that the practice of selling phone lists to spammers 

https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
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or sending bank details via unencrypted chats has run rampant.222 However, the reg-
ulation would also be difficult to implement since 80 percent of Viet Nam’s cloud 
computing223 segment comprises foreign companies that have already urged the 
country to align “with global approaches” to avoid damaging Viet Nam’s plans for  
digital transformation.

There is also the risk that once Viet Nam’s five-year grace period under the CPTPP ends, 
these data localization requirements could put the country in breach of its treaty obliga-
tions. The CPTPP obliges parties to allow the cross-border transfer of information by elec-
tronic means and does not require the use or location of computing facilities in-territory. 
While the draft PDPD does not appear to accord with either of these provisions, there is a 
“legitimate public policy objective” under the CPTPP that Hanoi could take advantage of, 
provided the related policies do not create “disguised barriers to trade or are applied in 
a discriminatory or arbitrary fashion.” Currently, CPTPP parties have agreed not to sue 
Viet Nam if its regulations are deemed inconsistent with the agreement.224 Groups such 
as the Global Data Alliance have urged Viet Nam to account for its CPTPP commitments 
in its PDPD review process.225 

Inclusion and representation

Relatedly, as Viet Nam seeks to draw foreign investment to grow its digital economy, it 
will have to pay close attention to its smaller, local businesses. Micro, small, and medium 
enterprises (MSMEs) make up 95 percent of all firms in Viet Nam, 40 percent of GDP, and 
employ 50 percent of the country’s workforce.226 Although an overwhelming number of 
SMEs (96.9 percent) in Viet Nam think that digital transformation plays an important 
role, up to 70 percent are still operating outside the digital economy and only around 
20 percent are “tentatively exploring it.”227 More than half of them (57.6 percent) have 
insufficient resources to deploy digitalization tools in their business operations because 
they are either simply too preoccupied with sustaining their businesses, are unfamiliar 
with digital platforms, or have inadequate support to migrate their enterprise online.228 

The impact of data regulations should thus not be 
a barrier to entry to the digital economy for these 
MSMEs. Instead, given their outsized participa-
tion in the economy, MSMEs could not only be 
supported in this area through business-to-busi-
ness-type capacity-building initiatives but also 
actively courted for consultations in the drafting 
and promulgation of the relevant rules.

There is a compelling need to support wom-
en-owned MSMEs, in particular, and to ensure 
that data collected on them is accurate in order for 
them to be adequately represented in Viet Nam’s 

With women constituting half 
of Viet Nam’s population, any 

successful effort at digitalizing 
both the country’s economy 
and society should include 

a considered gender dimension. 
After all, women-owned SMEs 

account for 98.8 percent of 
MSMEs and 25 percent 
of SMEs in the country 

https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.html
https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.html
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
https://globaldataalliance.org/wp-content/uploads/2022/01/en123021gdacmtsdrfde72.pdf
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://vietnaminsider.vn/why-digital-transformation-holds-huge-potential-to-grow-vietnams-economy/
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
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digital economy. With women constituting half of Viet Nam’s population, any successful 
effort at digitalizing both the country’s economy and society should include a considered 
gender dimension. After all, women-owned SMEs account for 98.8 percent of MSMEs 
and 25 percent of SMEs in the country. Compared to men-owned SMEs, they employ 
a higher percentage of female workers (43.3 percent versus 36 percent), contribute mar-
ginally more to the national budget in taxes per worker per year (VND24.9 million versus 
VND24.2 million), and contribute slightly more in social insurance payments (36 percent 
versus 35 percent).229

In general, Viet Nam’s extension of a supportive ecosystem for women in business is 
boosted by, for example, preferential measures and training incentives for women-owned 
SMEs.230 The government has also long had a National Gender Equality Strategy which 
mentions support for women-owned SMEs, although it lacks a precise definition of the 
category. In 2021, the government extended this strategy for another 10 years to 2030, in 
furtherance of its commitment to SDG5 on gender equality and women’s empowerment. 
Among other updates, the strategy outlines the development of a national gender statis-
tical database. It also affords flexible online training programs on digital technology for 
women-owned SMEs. This flexibility will be especially helpful given the harder impact 
of COVID-19 on women-led MSME revenues, perhaps a result of differentiated expecta-
tions related to home-care responsibilities.231

Inclusion through data is also reflected in the question of where Viet Nam’s ethnic minor-
ities place in the country’s digital development agenda: a point that is not lost on the 
government itself. Hanoi has acknowledged the high poverty rate, difficulty of access to 
quality and inclusive education, and significant gender gap among the country’s ethnic 
minorities. In 2019, the government passed a resolution approving the Master Plan on 
Socio-economic Development of Ethnic Minorities and Mountainous Areas, which 
includes promoting science and technology transfer and developing a comprehensive 
database on ethnic minority groups for policy planning and implementation. Partnering 
with industry and international financial institutions, the government has also sought 
to advance digital inclusion for ethnic minorities and rural students.232 A pilot project 
financed by the World Bank, for example, has enabled the Viet Namese government to pay 
out social assistance to ethnic minorities in Cao Bang province by way of mobile money 
instead of requiring them to collect cash in person on one or two fixed days a month.233

As nations seek digitalization, representation through data is important even if, but 
perhaps especially when, digital and traditional ways of life do not neatly intersect. 
In the past, land development contrary to indigenous practices created frictions between 
the state and these communities. In response, the Culture Identity and Resources Use 
Management (CIRUM) non-governmental organization has worked with 19 different 
ethnic minority groups in upland forested provinces in northern Viet Nam, and even 
neighboring countries, to collect data on the health and well-being of native communities 
impacted by these development activities. This data-based advocacy approach resulted in 

https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://www.vietnam-briefing.com/news/vietnam-implements-gender-equality-strategy-but-challenges-remain.html/#:~:text=Vietnam%2520has%2520enacted%2520various%2520measures,or%2520SMEs%2520employing%2520more%2520women.
https://english.luatvietnam.vn/resolution-no-28-nq-cp-dated-march-03-2021-of-the-government-on-promulgation-of-the-national-strategy-on-gender-equality-in-the-period-of-2021-203-199301-Doc1.html
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://www.unescap.org/sites/default/d8files/2020-09/ESCAP_VietNam_MSMEs_and_COVID-19.pdf
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://data.vietnam.opendevelopmentmekong.net/dataset/resolution-88-2019-qh14-on-approving-master-plan-on-socio-economic-development-of-ethnic-minorities
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
https://www.youtube.com/watch?v=B_Vam6jxLTA
http://cirum.org/
http://cirum.org/
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the passing of Viet Nam’s Law on Forestry in 2017, and ethnic minority groups reclaiming 
their customary rights to the land and its natural resources. 

The idea of data collection by, on behalf of, or for, ethnic minority groups restores their 
agency, authority, and dignity within the context of the state. It also responds in part 
to criticisms that government policies inadequately meet the specific needs of differ-
ent ethnic minority groups and take a top-down, rather than an organic, bottom-up 
approach. Multi-stakeholder consultations involving policy-makers can also facilitate 
more effective conflict management or resolution in these areas. CIRUM’s use of Google 
Maps to plot land use rights is a simple yet effective way to mitigate conflict between cus-
tomary and state laws on land use, and promote transparency on the issue.

Representation through data is but a first step to being “seen” and included in the digital 
world. That representation must also be protected accordingly, especially among under-
served and vulnerable segments of society such as ethnic minority groups, the poor, dif-
ferently-abled, and children. This is particularly necessary since it may be a while before 
all minority and marginalized groups are adequately taken into account in the deploy-
ment, let alone in the design and development, of digital tools. It explains why, in the 
meantime, there is a growing body of work calling for privacy rights for vulnerable sec-
tions of the population to be reinforced rather than relaxed for the convenience of access 
to state benefits.234 In Viet Nam, the right to privacy is constitutionally guaranteed and 
likely to be preserved in an eventual comprehensive data protection law. The country is 
therefore already well-placed to expand on protecting the data of its most vulnerable 
populace — and by extension those communities themselves — should it choose to.

Standards and norms

As Viet Nam navigates its nationwide digitalization efforts, the government’s key chal-
lenge will be to liberalize its data governance regime, in order to compete more effec-
tively at the international level, without compromising its domestic authority over social 
and security matters in the digital space. According to one informant, greater awareness 
of related issues will need to be raised domestically to facilitate wider public deliberation, 
especially as Viet Nam contemplates adapting different international approaches to data 
governance to meet its needs. Reflecting on large, external players setting the rules, the 
informant raised the possibility of Viet Nam working together with other ASEAN nations 
to craft a middle approach at the regional level that could accommodate the pressures of 
digital trade liberalization — and correspondingly appropriate data governance frame-
works — while preserving state autonomy.235

The notion of participating more actively in standards setting is key to ensuring agency 
and, as one informant reminded us, is even more so in the current climate in which great 
power competition is spilling over into the technology arena. Viet Nam’s Directorate for 
Standards, Metrology and Quality (STAMEQ) under the Ministry of Science and Tech-

http://cirum.org/about-cirum.html
https://data.vietnam.opendevelopmentmekong.net/en/library_record/overview-of-social-economic-situation-results-from-analyses-of-the-survey-on-the-socio-economic-sit/resource/18e1f87c-3f9b-47fd-91b2-422e466fa7b6
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nology already represents the country in 14 international and regional organizations.236 
Viet Nam is also a member of the International Telecommunication Union, although not 
of the 3GPP initiative, despite its local development of 5G technology.

4.  CONCLUSION

Viet Nam’s adaptation of different legal regimes, including the EU’s GDPR and China’s 
cybersecurity law, into its domestic framework reflects the country’s characteristic resolve 
to continue preserving its policy space and independence in the digital data domain. 
The government is keenly aware of what needs to be done in all the different areas out-
lined above in order to drive its vision of national digital transformation. Hanoi’s ratifica-
tion of the CPTPP, domestic challenges notwithstanding, is illustrative of that cognition 
as are the ambitious reform targets over the next decade it has set out for itself. 

As Viet Nam streamlines these internal initiatives, the logical extension to its digital stra-
tegic autonomy in the near future would be for the country to increasingly contribute to 
international rule-making in various forums related to data governance. Hanoi’s endorse-
ment and observance of non-binding regional tools such as the ASEAN Data Management 
Framework would affirm budding collective coherence. More significantly, similar coordi-
nation efforts by Viet Nam together with other ASEAN member-states at the regional level 
could set the stage for greater norms alignment at the international level.

https://www.iso.org/member/2199.html
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VIET NAM
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 Law No. 24/2018/QH14 Cybersecurity Law 

2 Law No. 35/2018/QH14 Network Information Security Law

3 Decree No. 85/2016/ND-CP Security of Information 

4 Decree No. 72/2013/ND-CP on Management, Provision and Use of Internet Services 

5 Law No. 86/2015/QH13 Law on Network Information Security

Data Protection 6 Draft Decree on Personal Data Protection 

7 2013 Constitution of the Socialist Republic of Viet Nam 

E-Commerce/
Transactions

8 Law No. 51/2005/QHII on E-transactions 

9 Law No. 36/2005/QH11 on Commerce

10 Law No. 61/2020/QH14 on Investment 

11 Decree 52/2013/ND-CP on E-commerce 

12 Decree 09/2018/ND-CP guiding the Law on Commerce and the law  
on Foreign Trade Management

Information Technology 13 Law No. 67/2006/QH11 Law on Information Technology

14 Law No. 21/2017/QH14 IT Law 
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List of abbreviations used

AI	 Artificial intelligence 

API	 Application programming interface

CCBE	 Council of Bars and Law Societies of Europe

dApp	 A decentralised application running on a specific DLT-based network (blockchain)

DLT	 Distributed ledger technology (including blockchain, see footnote 17)

ELF	 European Lawyers Foundation

FMCG	 fast-moving consumer goods (see footnote 73)

NFC	 near-field communication (see footnote 74)

NFT	 non-fungible token (a type of blockchain unit that is not interchangeable the same way as 
e.g. cryptocurrencies on blockchains are)

NLP	 natural language processing

OCR	 optical character recognition (an automated way of converting images of text to computer 
readable text)
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This guide aims to provide information on how lawyers will be able to use the opportunities provided 
by AI tools and how such tools could help the business processes of small firms. Its objective is to 
provide lawyers with some background to understand what they can and cannot realistically expect 
from these products. This guide aims to give a reference point for small law practices in the EU 
against which they can evaluate those classes of AI applications that are probably the most relevant 
for them.

This guide is the third in the AI4Lawyers project, following the “Overview on average state of the art IT 
capabilities and comparison with best practices United Kingdom, USA and Canada” and the deliverable 
of the second phase, “Report on the barriers and opportunities in the use of natural language processing 
tools in small legal offices”. The approach of the present guide is to be more didactic than product-
centred, providing practical information as to which particular tools to use and how. 

These tools provide opportunities for smaller law firms to be empowered to respond to a more digitised 
society. New ways of automation can provide new chances for lawyers to improve their workflows. 
However, there are considerable difficulties: small law firms may lack sufficient IT budget and access to 
consultants, and this problem is exacerbated by the peculiarities of the fragmented legaltech market 
in the EU.

To understand how these tools can be useful or harmful, some basic terminology has first to be 
understood by lawyers who are considering the use of such tools. For that purpose, this guide gives a 
short, non-technical explanation for expressions like corpus, datasets, benchmarks and models. This 
should help lawyers to evaluate claims made by publishers, for instance when referring to the excellent 
results of a product against a specific benchmark, or when pointing out why research in linguistic or 
natural language processing tools is the cornerstone of such products. 

After reviewing these foundations, the guide gives an overview of the AI applications in six different 
categories that are probably of the greatest relevance to lawyers. 

The first category relates to drafting support tools, itself divided into writing assistance tools, document 
assembly tools and a more generic division of text generation from non-text data. 

Writing assistance tools (including those recommending a specific style or providing access to reusable 
text snippets, checking of citations etc.) mostly are integrated into word processors, which are currently 
still the main user interface for lawyers. 

Document assembly software is designed to facilitate the automation of the construction of documents 
from template texts based on specific conditions. Such assembly first requires proper authoring of 
templates with a business logic setting out which texts to use at which times, which questions to ask 
etc. Of course, lawyers are interested in reusing clauses as often as possible in as many cases as are 
feasible, because otherwise automation cannot achieve economies of scale. However, such a general 
approach requires the defining of text templates in a very general way. This results in a much greater 
complexity during authoring, and makes it more difficult to train lawyers thensleves to use these tools. 
The market for document assembly tools is a relatively mature market, available to most lawyers since 

Executive summary
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the 1990s, but its use is still not widespread, probably due to complexities in authoring and the lack of 
language specific features (at least outside English). 

Generating text from non-text data into legal texts is not extensively used by small firms in the EU 
at this time. Such use could include new tools for text generation, such as turning data recorded in 
case management software concerning, for example, evidence, into natural text or submissions, or to  
incorporate arguments made by a party into a structure based on which responses can be submitted 
to the court.

Under the category of document analysis, we seek to explain how AI tools attempt to understand and 
analyse documents submitted by the lawyer, including how documents and their parts are classified 
and how important provisions are extracted, and how these tools are designed in a way to make these 
techniques work together and deliver an automated analysis of texts which have been submitted (such 
as summarising texts for due diligence purposes, highlighting problematic provisions or even making 
suggestions for contracts reviewed).

Next, we discuss text retrieval, case law analysis and legislation analysis tools. The first part of this 
discussion explains how and why text retrieval applied to legal text searches which had originally 
provided full text keyword-based searches had to meet expectations that only the most relevant results 
would be provided, and how this changed the objective of text retrieval software. Thanks to advances in 
natural language processing, text retrieval software has been enhanced to enable it to provide lawyers 
with access to information in case law and legislation previously impossible to comprehend due to 
its mass, making new connections possible between texts.  The process of focusing on quantitative 
data buried deep in case law brought about the introduction of a new class of tools called “analytical 
justice tools”, where the search is no longer focused on retrieving relevant textual information, but on 
amounts of money (in claims or damages calculations), lengths of  prison sentence and the extent of 
other penalties. Quantitative search tools themselves have made yet another class of tools possible 
in case law analysis: predictive tools, which, based on case law, attempt to give an estimate of various 
quantitative results of the case. After discussing these three levels of legal analytic tools, the chapter 
ends with a presentation on how a semantic search may lead to argumentation-based searches and 
what the advantages of argument mining tools are for lawyers.

Even today, speech-to-text tools are already available for lawyers in all of the official languages of the 
EU, but that does not mean that there is no room for improvement within this category, such as in 
relation to accurate recognition of speech without prior training in that user’s voice, or in transcribing 
recordings made in noisy environments, or of multiple speakers, or even in automating the creation of 
minutes of meetings from recordings.

With the enormous growth in the use of social media and messaging applications, interest in and use 
of chatbots have also increased, with ample potential for small law firms as well. To enable lawyers to 
become more familiar with these tools, the guide explains how these tools usually work and interact 
with users (including understanding natural text in chats), and what is expected from those who 
implement these tools (like defining intents and entity types, and also reactions to any of those intents 
or entities so identified). Of course, the privacy and confidentiality risks of such tools require to be 
addressed as well.

The final category is focused on those AI tools which can assist lawyers in making some of their internal 
administrative processes more streamlined and efficient. The first subclass of this category relates to 
automated time tracking of lawyers, which is not only useful for efficiency purposes, but might also at 
the same time pose dangerous risks to privacy. It is imperative for law firms to understand what these 
tools actually capture as they operate, to inform their employees or other lawyers of such tracking, 
and to comply with all the relevant privacy protection requirements. Another subclass of applications 
relates to simplifying and standardising data streams acquired from time tracking before such data 
are presented to the clients for billing, and tools that help lawyers in filing documents with appropriate 
metadata without having to spend too much time on such clerical tasks. 

After in-depth discussion of the various categories of these applications, six future scenarios are 
presented in a narrative form. These scenarios are taken from the imaginary life of an ideal lawyer 
from the future who uses as many of the aforementioned tools as feasible, in mostly realistic scenarios.
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In the last chapter, seven risk areas are highlighted of which lawyers should be aware, partly technical 
risks and partly risks of breaching lawyers’ professional obligations (building upon core principles from 
the Charter of Core Principles of the European Legal Profession and Code of Conduct for European 
Lawyers). As long as there is an expectation that lawyers will increase their processing capabilities, 
for example by the use of new technical tools, there will be a requirement for lawyers to do this in 
a way that respects the core principles of the profession, such as the duty of client confidentiality, 
expectations of competence and the independence of the profession.

One of the biggest risks in using these new tools is related to the manner in which such tools are 
generally delivered, cloud computing, largely because obtaining  data from the cloud is much harder 
than putting the data in, and the more successful a cloud provider becomes for lawyers, with integrated 
offerings, the stronger such service providers become when facing lawyers.

Another relevant technical risk of AI tools is the lack of transparency and explainability, a problem 
which affects most AI users, but which has special relevance for lawyers. The application of the rule 
of law brings a requirement for a strong-sense interpretability of the results of a model, which can 
be difficult to achieve, and the word embedding language model techniques (foundational models) 
further exacerbate this problem which has no solution at this time. There are also other, technical risks 
posed by these applications, including the brittleness of training data (severely degraded performance 
in situations not encountered during the training) and discrimination (due to the training data used, 
the architecture chosen or simply due to unexpected changes in the use of the tool, such as in cross-
jurisdictional uses).

The privacy risks from AI tools are partly the same as those with regard to cloud computing (such as 
the possibility of access by law enforcement agencies or other actors), but there are also AI specific 
risks through service providers reusing data at their disposal in ways that are not fully transparent to 
the lawyer. The dangers of problematic reuse include the re-identification of a supposedly anonymous 
dataset, or the technical risk that, from the results of a trained model, sensitive inferences can be made 
in relation to the original training data as well.

With regard to professional obligations, the first core principle examined is the competence of a 
lawyer. Like many other new technologies, this affects lawyers both externally and internally. Lawyers 
are often expected to assume how society and courts will react to new technical possibilities, to new 
tools available, even when there is simply not enough data make competent guesses about the social 
impact of such tools. Further, due to a fear of missing out, lawyers may be tempted to start using 
new tools that are not yet properly tested in the given jurisdiction, which may lead to unexpected 
data breaches etc. Although effective AI tools can multiply the capabilities or reach of a law firm, the 
obligation of professional competence requires lawyers not to overcommit or overpromote themselves: 
a traditional law firm model still requires that lawyers have a human understanding of what clients 
need, which is often not the same as what clients may say they need. This raises differences from the 
usual business model of a legaltech provider of consumer services, and clients should be made aware 
of such differences when a legal service provider provides them with services.

Various risks to client confidentiality have been pointed out in various parts of the guide, including 
in the in-depth discussion of specific categories of tools (when using chatbots, document analytics 
or speech-to-text tools), but also in relation to cloud computing and the privacy risks of tools. But 
client confidentiality is not only a technical matter, it is also a strategic consideration for lawyers when 
they choose their tools, their IT architecture and the clients they serve. Advances in security in recent 
decades have provided ample evidence that, for the most sensitive situations, lawyers have to be 
aware that some clients can be better protected in an environment which is as offline as possible. Even 
if access by third-parties can never be ruled out, offline access can be made a lot more challenging for 
third-parties, at least compared to any promises of state-of-the-art data centres or SOC2 reports and 
certifications.
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In 2018, the European Commission launched a European initiative on Artificial Intelligence (AI) 1 
having the aim of preparing for socio-economic changes brought about by AI by, among other things, 
encouraging the modernisation of education and, in anticipation of changes in the labour market, 
supporting labour market transitions.2

The Council of Bars and Law Societies of Europe (CCBE), which represents the bars and law societies of 
its 32 member countries and 13 further associate and observer countries, and through them more than 
1 million European lawyers, has since 2014 had a number of special committees and working groups 
dedicated to following the impact of new technologies, and, since 2016, has published several studies 
on the effects of AI. After having adopted the CCBE Considerations on the Legal Aspects of Artificial 
Intelligence in 2020 (“CCBE Considerations”),3 the CCBE has submitted a number of project proposals 
to the European Commission (EC) to carry out further in-depth studies.

The Council of the European Union adopted in 2019 the 2019-2023 Action Plan on European e-Justice, 
which sets out a list of projects and initiatives (‘actions’) to be implemented as part of the 2019-2023 
European e-Justice Strategy. The Action Plan also indicates the goals of individual actions and the 
envisaged activities, the participants, and the expected contributions of the stakeholders involved 
(citizens, companies, legal practitioners and judicial authorities). The drafting of a guide on the use of 
AI by lawyers in the EU was mentioned in the Action Plan under the possible actions to be implemented 
under ‘Artificial Intelligence for Justice’. Taking this into account, and based on the call for proposals for 
action grants 2019, the CCBE and the European Lawyers Foundation (ELF) submitted a project proposal 
on Artificial Intelligence for Lawyers (AI4Lawyers).4 The CCBE and ELF were awarded an EU Grant to 
implement that project, which started in 2020.

The present guide is a deliverable of the AI4Lawyers project. The first phase of the project resulted in a 
study entitled “Overview on average state of the art IT capabilities and comparison with best practices 
United Kingdom, USA and Canada”5 and the second phase ended with the “Report on the barriers and 
opportunities in the use of natural language processing tools in small legal offices”.6

This guide is intended to contain practical information for lawyers and small sized law practices on how 
to integrate AI applications into their everyday work. However, in this case, practical information has a 
special meaning. The main goal is to assist in understanding how some currently popular categories of 
such tools work and how they can be put at the service of lawyers in a way that does not undermine 
their professional obligations. 

1	 See the list of abbreviations on page 5.
2	 European Commission, ‘Communication from the Commission: Artificial Intelligence for Europe’ (2018) accessed 19 

November 2021.
3	 Council of Bars and Law Societies of Europe, ‘CCBE Considerations on the Legal Aspects of AI’ (2020) accessed 19 

November 2021.
4	 This short title has been used for the project since May 2019. It is not to be confused with e.g., the project of the 

University of Oxford, called AI4LAW (used at least since around the same time). The projects are not related.
5	 Péter Homoki, ‘Overview on Average State of the Art IT Capabilities and Comparison with Best Practices United Kingdom, 

USA and Canada’ (Council of European Bars and Law Societies (CCBE), European Lawyers Foundation).
6	 Pál Vadász and others, ‘A Report on the Barriers and Opportunities in the Use of Natural Language Processing Tools in 

Small Legal Offices’ (Council of European Bars and Law Societies, European Lawyers Foundation). 

1.	 Introduction:  
Background and aims of the 
AI4Lawyers project

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2018%3A237%3AFIN
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/EN_ITL_20200220_CCBE-considerations-on-the-Legal-Aspects-of-AI.pdf
https://elf-fae.eu/wp-content/uploads/2021/03/Overview-of-the-average-state-of-the-art-IT-capabilities-in-the-EU.pdf
https://elf-fae.eu/wp-content/uploads/2021/03/Overview-of-the-average-state-of-the-art-IT-capabilities-in-the-EU.pdf
https://elf-fae.eu/wp-content/uploads/2021/12/Report-on-opportunities-and-barriers-in-the-use-of-NLP-tools-in-SME-law-practices.pdf
https://elf-fae.eu/wp-content/uploads/2021/12/Report-on-opportunities-and-barriers-in-the-use-of-NLP-tools-in-SME-law-practices.pdf
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Therefore, the approach of this guide is intended to be more didactic than product-centred, and so 
no recommendations are given as to  which particular tools to use and how to use them. Given the 
immense differences within EU member states,7 such an approach would be unfeasible and short-lived. 
If we take a look at the products currently available in the various markets for small law firms in the EU, 
most of the solutions are not a good indication of what might be achieved in the coming years.

The aim of this guide is to provide information on how lawyers will be able to use the opportunities 
provided by these new technologies, and what kind of AI tools could help the business processes of 
small firms. We have the aim of making lawyers more informed as to the nature of present and future 
products and providing some reference points for the evaluation of AI products built on the AI/NLP 
(natural language processing) applications mentioned in this guide.

The guide starts by dedicating a few pages to explaining some basic technical terms in sections 2-3, and 
also to discussing why the use of AI tools by lawyers is important not only for lawyers themselves, but 
also for the rest of society. To introduce the more technical parts, we first provide detailed explanations 
for certain categories of tools in section 5, and later present some imaginary scenarios providing a 
narrative around how we as lawyers may in the future use the tools (see section 6). The guide concludes 
by setting out the professional risks of which lawyers should be aware (see also section 6).

7	 Homoki (n 5) 10.
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This part first gives a short explanation about why AI can mean so many things, and then explains the 
use of NLP/AI in specific contexts, automation techniques not yet used in the legal field ( “innovative 
uses”), regardless of whether the tools are rule-based tools, or based on machine learning techniques 
from 1986 or on the latest deep-learning models of today.

2.1	 AI and machine learning

Artificial intelligence as a term does not refer to specific techniques but rather to a general objective of 
tools used for the carrying out in an automated way activities previously undertaken by humans.8 This 
is a very wide field of research which has been ongoing for many decades in many different branches of 
science, including in computer science or in biology (under many different names and objectives). One 
area of typical application of AI that is relevant to the work of lawyers is referred to as natural language 
processing (abbreviated to NLP).9 This AI term is also used to target potential customers interested in 
enhancing their current automation capabilities with specific software (in other words, as a marketing 
term), and this is the use with which most lawyers will be familiar. In this sense, AI is a term that 
encompasses all the various techniques and products used for replacing or enhancing certain human 
capabilities, such as automated navigation of a vehicle in an area where obstacles have to be identified 
in the same way as humans perform the task, or processing the content of a document written in a 
natural language, etc.

In recent years, lawyers’ attention has been repeatedly drawn to tools that use techniques called machine 
learning. Machine learning and AI are not the same and they should not be used interchangeably, nor 
are they so used in this guide. In order to elucidate the relationship between how we used AI and 
machine learning in this guide, some explanation is needed.

“Machine learning” is itself also a composite term which encompasses any procedure (including 
algorithms) designed so that the procedure changes itself based on the values of a set of examples 
(this set is called the training data, training set or the dataset). In other words, certain parameters of 
the procedure change, based on the examples provided during the training activity, and these adapted 
parameters are used for future runs of the procedure. The procedure is thus expected to provide better 
8	 Council of Bars and Law Societies of Europe, ‘CCBE Considerations on the Legal Aspects of AI’ (n 3) 8–10.
9	 For further details on NLP, see ibid 8–17.

2.	 What opportunities do AI and 
related technologies offer to 
small law firms?

AI is a term that encompasses all the various techniques 
and products used for replacing or enhancing human 
capabilities
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results than would have been achieved by the procedure without training. The results of the training 
(which could be e.g. a simple decision tree10) is often called the “trained model”.

Many fields of current AI do not rely on such techniques, meaning that they do not use machine 
learning, but are nevertheless able to perform their task of imitating some human capabilities well, 
such as acting on the content of an unknown document (“understanding the document”). For example, 
argument mining (see section 5.3.3) is viewed as a field of research in AI, and in specific cases it is 
possible to identify most logical connectives within sentences based on a list of text patterns predefined 
by humans (e.g. regular expressions). This is often called a rule-based approach, which is contrasted 
with a machine learning-based approach: it is not machine learning, but AI. Also, machine learning 
techniques (procedures) can be used for any purpose, without any intention to replace or enhance 
human capabilities.

One has to be aware that, just as in many fields of law, there is no single truth as to what is the best 
definition of AI, nor as to its relationship with machine learning. However, from the viewpoint of this 
guide and that of lawyers, we believe that the best approach is to define and delineate the two terms 
as above.

The most visible breakthroughs in recent years in different AI applications have all been related to 
machine learning, more specifically, to neural network-based machine learning techniques.11  

2.2.	 Why is it important for society that lawyers make use of AI tools?

In the introduction to his book New Laws of Robotics, Frank Pasquale said that “one way to alleviate the 
democratic crisis of expertise—the tension between aloof technocrats and passionate populists—is to 
empower local professionals”.12 In the report of phase one of the project AI4Lawyers,13 ample evidence 
has been provided in the form of statistics that smaller legal practices have a very important role in the 
task of supporting the rule of law.

AI tools are a great opportunity to empower law firms of all sizes to be able to respond to changing 
client requirements (including changing preferred channels of communication) and the increase in the 
amount of data generated at the level of society, including the ever-increasing amount and diversity of 
digital evidence which is created and which requires to be processed. From one perspective, this is an 
opportunity for a number of smaller firms to compete successfully with larger firms in sectors that they 
previously could simply not have served due to technical bottlenecks and lack of capacity. Based on 
more extensive automation, IT tools could provide a new chance for lawyers to improve further their 
workflows, to make their deliverables more consistent, and to increase the added value of their work.

A human expert with a human understanding of the full context of a client is able to provide a 
much higher quality of service to clients, compared with automated assistance in a restricted set of 
piecemeal activities that can be fully automated by software, but where clients have to rely on their 
own judgement and self-help.

10	 A representation of possible choices usually visualised in a tree-like format with branches dividing into smaller branches 
and ending in “leaves”, like “if the text contains the word “service”, then the result should be “a service contract”, 
otherwise “work contract”, where the decision on the text containing the word “service” is a branch with two leaves, 
being a minimalistic tree.

11	 Vadász and others (n 6).
12	 Frank Pasquale, New Laws of Robotics: Defending Human Expertise in the Age of AI (The Belknap Press of Harvard 

University Press 2020).
13	 Homoki (n 5) 8.
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At the same time, small law firms face considerable challenges due to not having an adequate IT budget 
and not having access to consultants. One of the gaps identified in the report of the first phase highlights 
the dangers which arise from those small law firms in the EU failing to use most categories of AI tools 
and emphasises the important difference between the markets for such tools in the US, the UK and 
the countries of the EU. In England and in the states of the USA, there is already a potentially healthy 
market for many AI-assisted tools used by larger firms, which also puts smaller law firms in a better 
position to access such tools if they want to.14 Nevertheless, due to legal and linguistic differences, 
most of these products will not be marketed for law firms in many of the Member States of the EU. 
These barriers were also confirmed by the phase 2 report.15

For the reasons stated above, it is not only in lawyersʼ best interest to understand how such tools work 
or in what directions they may develop in the future, but it is also important for society at large to 
enable as many lawyers as possible to use such tools effectively in the interest of their clients.

2.3	 Other novel technologies besides AI

When discussing AI-based tools, this guide cannot avoid discussing the effects of cloud computing 
technology on the work of lawyers. Cloud computing as a technology of delivery (of making new 
tools available to lawyers) is inextricably intertwined with the use of AI/NLP tools. The simplicity of 
accessing a new service without the end-users having to undertake a great deal of configuration offers 
a tremendous advantage for non-technical users like sole practitioners and smaller law firms, neither of 
which tend to have adequate access to IT professionals and consultants. This makes cloud computing a 
very attractive solution for this segment of law firms,16 until the disadvantages of cloud computing start 
to outweigh the advantages due to the increasing size of the firm. Some of these risks are discussed in 
section 7.

There are also many other novel technologies that fall outside the issue of cloud computing. Among 
the technologies that imply long-term changes at lawyers’ workplaces, are included the Internet-of-
Things, distributed ledger/blockchain technologies17 and also, the many changes to be expected in 
the world of electronic identity and bring-your-own-identity solutions (see the new proposed eIDAS 
amendments18).

14	 ibid 47.
15	 Vadász and others (n 6) 20–23.
16	 Homoki (n 5) 9–10.
17	 Internet-of-Things means a computer network of physical objects equipped with built-in technologies for interacting 

with each other or with their environment, such as smart home devices, voice assistants, activity trackers etc. We use 
the terminology of DLT and blockchain as defined in ISO 22739:2020. Many authors use different definitions and make 
incompatible distinctions between what they see as the “correct” term. In this simplified sense, a ledger is an information 
store that keeps records of transactions that are intended to be final, definitive and immutable, and a distributed 
ledger is a ledger shared across a set of computers (DLT nodes containing a copy of the ledger each) and synchronized 
between these nodes using a consensus mechanism (a way for the majority of DLT nodes to validate a transaction), and 
a blockchain is a type of distributed ledger which is organised in an append-only sequential chain using cryptographic 
links between each blocks. The best-known crypto-currencies are based on such blockchains technologies, they are a 
type of blockchain applications. DLT is a more generic technique that can be implemented in many different ways – but 
these are usually not as interesting or visible to the public.

18	 ‘Proposal for a Regulation of the European Parliament and of the Council Amending Regulation (EU) No 910/2014 as 
Regards Establishing a Framework for a European Digital Identity’ accessed 21 November 2021.

A human expert with a human understanding of the full 
context of a client is able to provide a much higher quality 
of service to clients, compared with automated assistance 
in a restricted set of piecemeal activities that can be fully 
automated by software, but where clients have to rely on 
their own judgement and self-help.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2021%3A281%3AFIN&qid=1622704576563
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2021%3A281%3AFIN&qid=1622704576563
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The in-depth analysis of such tools would warrant separate studies, but currently, these novel 
technologies seem to affect the specific workflows of lawyers very differently compared to the much 
broader concept of AI as defined above.

For instance, the Internet-of-Things as a technology will change the operations of a law firm, but what 
we can currently see in this field is not specific to the legal profession. Profession-specific changes will 
probably be a consequence of changes which are yet to come at the courts and other authorities, such 
as new types of digital evidence becoming available or a new sensor embedded within the workflow of 
courts and other authorities. These products will definitely provide new opportunities in gathering or 
processing evidence for existing legal activities like court or administrative procedures, but we are not 
yet in a position to see whether such processes will be capable or not of replacing considerable parts 
of existing business processes at law firms.

Similarly, the advantages of using distributed ledger (DLT) technology is not specific to the operation 
of law firms. Law firms are private operators of their own infrastructure, as a result of which the 
distributed operation of their own infrastructure is rarely seen as desirable. But once a public registry, 
such as a land registry, turns into a DLT-based registry, it will become a matter of training the lawyer as 
to how to initiate the required changes in the registry (provided lawyers are entitled to do so in a given 
jurisdiction), how to ask for judicial review, how the DLT registry will enable those reviews and enforce 
third-party decisions.

Many clients expect lawyers working for individuals to understand how the most popular crypto-assets 
infrastructure works in practice, because the lawyer is expected to give advice on such everyday matters 
as inheritance or divorce where a crypto-asset is involved. The lawyers are expected to give advice on 
how to bridge the gap between law and practice, regardless of whether that is technically possible. 
But these technical questions are all related to a specific type of application on a DLT, the design and 
implementation of which is not a question of strategic guidance for the operation of the law firm using 
these technologies.

As soon as a specific decentralised application of a DLT becomes socially important, and is used by a 
large number of people, e.g. consumers, banks, companies etc., people start to have a need to enforce 
existing rules and regulations in relation to these technologies as well. One may store a crypto asset 
anonymously, but as soon as people want to buy a house or a car or jewellery with the value of the 
asset, it will become subject to the same anti-money laundering rules and taxation etc. as with any 
traditional asset.

In summary, the effect of these non-AI/NLP related technologies outside cloud computing are 
quite different from the effect of AI-based tools. Individual lawyers have to understand how these 
technologies operate, but there is no expectation that law firms should guide developments in any 
specific direction. Lawyers may act as intermediaries in processes that involve the use of such tools 
as implemented by third parties (like courts, administrative bodies or infrastructure providers), and 
lawyers have to understand the users’ point of view of in relation to such implementation.

As soon as a specific decentralised application on a digital 
ledger technology becomes socially important, and is 
used by a large number of people, e.g. consumers, banks, 
companies etc., people start to have a need to enforce 
existing rules and regulations on these technologies as 
well.
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3.1	 Dataset, training set, corpus and training methods

In section 2.1 we have already explained the difference amongst AI, machine learning and rule-based 
tools. We also mentioned that a machine learning procedure has a training part that changes how 
the machine learning technique actually works, based on a set of examples. This set of examples for 
training is called the training data, training set or dataset, and the training process results in a trained 
model. It is the trained model that will be expected to demonstrate the usability of the whole machine 
learning based tool.

One type of training relies on a pre-recorded set of an input (representing the information based on 
which the trained model will be expected to make a decision) and a corresponding correct answer, an 
output value (which should be the result of the machine learning algorithm for that particular input 
value). This type of training is called supervised learning. Let us say we want a tool to find all the 
sentences in a contract that are relevant to the duration and term of the contract. In such a case, the 
training data could be a large body of sentences from real-word contracts, and for each sentence, we 
have a correct label (sample output) saying whether it is related to the duration of the contract or not. 
Or a more difficult task would be to categorise court decisions based on certain terms of taxonomy 
that might overlap (e.g. civil law, matrimonial law, damages etc.). Here, the training set may consist of a 
thousand court decisions as input and for each court decision, we also have all the expected categories 
as labels.19

Based on the task involved, a sufficiently large training set can provide better results than hand-crafted 
rules, such as a list of all possible wordings for denoting a term- or duration-related provision in a 
contract. 

Making these supervised training sets is expensive due to human costs, and therefore training sets are 
often valuable and frequently shared among researchers, and are reused for different training tasks. 
Sometimes it is not only the full training set with input and expected output that is valuable, but also 
the input data itself, such as all the published court cases for a given jurisdiction. This latter category of 
data is called a corpus.

For other tasks, training can also be undertaken without providing any explicit instructions on what 
is a correct output (no annotation, no labelled answers). These methods are called unsupervised 
learning methods, and the training process here works differently, because it relies on some previously 
identified characteristics that make the process suitable for the given task.20 The designer of the tool 
will still have to specify how these results should be interpreted for the end-user in the trained model, 
but there is no manual annotation involved.

One of the most important uses of unsupervised training for lawyers consists of the neural network-

19	 This is called a multi-label classification task.
20	 E.g. based on the methods used, the unsupervised learning process may check during the training how the different text 

features of the court cases are distributed and provide feedback based on similar court cases.

3.	 Explaining some basic 
terminology for AI tools: 
corpus, datasets, benchmarks 
and models, linguistic tools and 
knowledge representation
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based language models that have recently come to dominate most fields where NLP tasks take place.21 
Thanks to an enormous amount of information used, such models are capable of capturing subtle 
relations between the meaning of text in a given language, beyond mere grammatical meaning. But this 
should not be understood as meaning that the best tools rely only on such unsupervised methods: in 
many cases, language models such as BERT are used only as a first step, as a pretrained model based on 
which the designer carries out a further layer of training that could itself be by means of a supervised 
training method. So, the end-users often access AI-enabled tools which use different trained models 
building upon each other.

3.2	 Real-time training and end-user training capabilities

Depending on the actual tool used, AI-based tools might or might not be capable of gathering further 
data while being used by the end-user.

Some tools are capable of so-called online or real-time training, that is, they may become better and 
better by being used more and more, but all such tools require some form of feedback from users (to 
find out if the prediction of the trained model were correct or not). Some type of tools may require end-
users to use specific learning functionality (beyond normal prediction work) to improve the usability of 
the product, e.g. to provide feedback as to whether a highlighted provision is indeed classified correctly 
as a penalty provision. But many AI-based tools do not have any training or learning functionality 
available for the end-users at all: they are provided with a specific model as trained by the publisher 
and the only way to improve the trained model is for the publisher to make an update available to its 
users, just like the provision of an upgraded software version. Such tools without any end-user training 
capability are also considered to be AI-based tools.

3.3	 Benchmarks and claims on the performance of a tool

As we have explained in section 3.1, corpus and training data can be very valuable and is often shared 
between AI tools.

However, for publishers of AI tools, it is often not enough to share the training data, it is also critical 
for them to be able to compare how well the various trained models perform, because even if these 
tools use the same training data, the architecture and parameters are different. The common basis 
upon which to compare the performance of different tools targeted to solve the same AI/NLP task 
is a benchmark, such as SuperGLUE.22 Most benchmarks are described in detail in separate, publicly 
available papers and most (if not all) of such information is an interesting read and understandable 
not only for IT developers, but also for laypeople such as lawyers. These detailed papers also specify if 
benchmarks are made up of several, more specific AI/NLP tasks (subtasks).

That is not to say that all AI tools will always have good benchmarks to support the publisherʼs claim 
regarding performance of the tool. But there is a way to objectively compare the performance of some 
AI tools of an analytical nature, and it is to be expected that more and more such benchmarks will come 
to be used by publishers to compare their respective products.

That is not to say that lawyers are expected to run trained models against benchmarks or to publish 
results themselves, but we have to understand the use of such benchmarks as marketing tools.

It is important for every lawyer to understand that a promising result for a given benchmark does not 
mean that a tool using a model built on the same architecture will perform well in real life scenarios. 
Despite many claims to the contrary, it also does not mean that in a given subtask, computers have 
achieved or surpassed human equivalence.
21	 For more detail, see Vadász and others (n 6).
22	 See https://super.gluebenchmark.com and the relevant paper published and also the published leaderboard for 

comparison at https://super.gluebenchmark.com/leaderboard/.

https://super.gluebenchmark.com/
https://w4ngatang.github.io/static/papers/superglue.pdf
https://super.gluebenchmark.com/leaderboard/
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Also, just because there is an industry-wide benchmark in which a given tool excels, this should not be 
accepted as a valid claim for the efficacy of the tool as advertised for end-users. At present, industry-
wide benchmarks are intended for developers who have practical experience in correctly interpreting 
the benchmark. If you are faced with a convincing-looking claim for the performance of an AI tool, 
do check out the details of such claims. Try to read what the advertised benchmark is about before 
accepting it as true, understand how the given benchmark is measured and whether the use described 
in the benchmark is sufficiently similar to the intended real-life use. By way of their nature, many 
popular benchmarks are highly optimised for the given subtasks and datasets, and thus may perform 
poorly on unseen data from real life scenarios. Most importantly, if you see that, based on the details 
of the benchmark, an advertising claim for an AI tool is probably misleading, be even more suspicious 
of other claims made by the publisher.

This is not to say that benchmarks are misleading in general, nor that they should not be understood as 
a general statement as to the usefulness of AI tools in general. Efficacy and efficiency of specific AI tools 
depend as much on technical factors (like the models and architecture used) as on the specific task 
at hand, including the users of the tool and the context of usage, economic factors etc. Just because 
certain tasks are close to each other from a human perspective, will not necessarily mean that a given 
AI tool will perform similarly in both tasks. This truism applies to industry benchmarks as well, and it 
is easy to forget this when faced with the ubiquity of misleading marketing communications and the 
plethora of high-level narratives on the mid-term replaceability of a human work force by AI tools in 
the legal field.

3.4	 Why are linguistic (NLP) tools and knowledge representation important for lawyers?

3.4.1.	The role of NLP and linguistic tools in AI tools for lawyers

Most of the AI tools that lawyers may use build upon the achievements in the field of computational 
linguists, that is, the field of natural language processing. NLP covers diverse areas, including analysing 
grammatical forms of how words and sentences appear, how these components of our speech and 
text interact with each other, how they are correctly formed, and how these may appropriately be 
generated in an automated way.

Research in NLP made it possible to define reliably where the ends of the sentences are in a given text 
(e.g. does the dot represent the end of the sentence or just an abbreviation?), whether the word “fly” 
is a noun or a verb in a sentence etc. As long as these simpler tools work reliably a whole new area of 
automated analysis and generation becomes possible, including finding the subject or the predicate in 

It is important for every lawyer to understand that a 
promising result for a given benchmark does not mean 
that a tool using a model built on the same architecture 
will perform well in real life scenarios

If you are faced with a convincing-looking claim for the 
performance of an AI tool, do check out the details of 
such claims. Try to read what the advertised benchmark 
is about before accepting it as true, understand how 
the given benchmark is measured and if this makes it 
sufficiently similar to the intended real-life use
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a sentence, or the relationship between words in a sentence (e.g. what does the word «that» refer to?).

NLP research relates to the subject-matter described in section 2.1 as well, such as questions as to how 
how the probability rules of mathematics can be used to correct typos in a sentence or to find meaningful 
relations between a text and a predefined set of categories to describe the text (classification etc.).

If we have to find various proper names (persons, organisations, locations etc.) in a text, we have 
to apply to the text the appropriate named entity recognition technique defined by decades of NLP 
research. If we want to find the term of the lease in a plain text contract, we search among the 
information extraction tools of NLP.

Actually, everything we discuss in this guide will probably fall within the area of NLP research dealing 
with computational linguists. Breakthroughs within the NLP field for a language provide a new 
opportunity that may be of benefit to the use of AI tools for lawyers, and the lack of linguistic tools for 
a given language will directly hinder the development of AI tools for legal use as well.

3.4.2.	Legal knowledge representation beyond the surface level of the text

The type of data lawyers themselves see directly (such as the text of contracts or decisions) is, for 
computers, unstructured data. That is to say that there is no predefined structure for the data to be 
processed, it is just e.g. a text file or a video. Prior to further processing and comparison with other 
data, separate steps are needed to convert this unstructured data into a structure. These steps may 
include “mining” the meaning of the text, extracting location or terms data of the lease agreement or 
even just classifying the text as a contract or a decision.

Such a structure can be provided on many different layers (as described above in relation to NLP tools), 
all at once for the same surface text. These layers may be not only of a grammatical, but also of a 
semantic, nature, including argumentation (see section 5.3.3) or specific legal meaning.

But we can encode the legal meaning of a sentence (or the legal relations between texts) only if 
we have a clearly defined way to represent such legal meaning for the computer. This is called legal 
knowledge representation. Based on the purpose and context of the tools used, it can be as simple as 
marking documents at the end with a “C” (if the text contains a “contract”) or can be based on very 
sophisticated legal ontologies themselves building upon many layers of standards, such as a knowledge 
representation schema for describing air transport passenger consumer complaints based on technical 
standards.23

But legal knowledge representation is far from being a tool for engineers or programmers only. It is 
of benefit to lawyers to be aware of the existence of such representation languages, and with time, 
lawyers may be forced to understand and use such a language themselves. For the computer to be able 
to create this layer of meaning, lawyers will have to annotate plain text for training purposes by the 
use of annotation tools, constructing the relevant legal meaning in the given knowledge representation 
language. This knowledge is likely to be relevant for more than only the few selected lawyers who are 
paid to participate in developing new tools - it can also be of importance to lawyers who want to retrain 
or fine-tune existing tools to their own specific dataset, as seen in section 3.1.

Knowledge representation can also be used the other way round: to create plain text for humans from 
a succinct and specialist representation language (as fed into a software program by the user). This is 
how many document assembly tools work, where lawyers use some knowledge representation syntax 
to define what text to use in which cases (see 5.1.2). A similar use is evident when lawyers enter all 
the evidence they want to refer to into user-friendly case management software, where the software 
captures and enriches relevant metadata of the evidence.24 Then the lawyers define their lines of 

23	 Such as standards W3C Semantic Web standards such as Resource Description Framework (RDF) and Web Ontology 
Language (OWL).

24	 E.g. by making a reference to an entry on a social media site, the software captures not only the content and the source 
URL, but also puts a qualified timestamp on the evidence. Or if we refer to e-mail evidence, the software captures not 
only the content of the e-mail, but also the full message headers, including DMARC results and current name server 
entries, and timestamps these, enforcing authentication of the headers and the senders etc. If delivery is carried out in 
registered electronic messaging services, a case management software should record all relevant information retrievable 
from such registered messaging systems etc.
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reasoning in a user interface connecting the pieces of evidence. Instead of having to list and describe 
each piece of evidence and its characteristics manually (including the sources, provenance, IT details), 
with this tool the lawyer actually uses the interface to specify what claims each piece of evidence is 
intended to support and how. This specification by the user when using the interface is actually a form 
of knowledge representation in the case management software (e.g. visually connecting the pieces of 
evidence in claims, defining the conditions of applicability etc.). By specifying this information, the user 
actually gives instructions on how this knowledge representation should be turned into plain text, and 
therefore how to create a draft of an important part of a court submission (see 5.1.3).
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Self-regulation of the profession is necessary to guarantee lawyers’ professional independence vis-à-vis 
the state. As AI tools become a more useful part of the tool set of a lawyer, bars and law societies will 
have to consider if there are appropriate ways to support lawyers in their own jurisdictions.

There can be no single recipe for bars on what to do within the EU, because what bars may and are 
expected to do depends on different national circumstances e.g. the active involvement of the Conseil 
National des Barreaux in France in development and research related to AI tools25 is not necessarily 
available or even possible for bars in other countries. 

For instance, bars and law societies may consider providing useful assistance to lawyers in AI tools 
by listing or reviewing existing products, contracting third parties to assess or validate claims made 
by publishers, or even initiating standardisation in such important areas as export and data exchange 
formats, APIs26 that could address the serious problems of vendor lock-in and fragmented markets. 

Also, bars and law societies will need to continue their active role in defending the core principles of 
the profession in the interest of clients and the rule of law. For example, issues might arise when AI 
tools are suspected of interfering with the necessary independence of lawyers (e.g. in the context of 
platforms which provide referral services)

Small law firms, and sole practitioners who work as contract lawyers for very large clients, might be 
at a higher risk of pressure to deviate from the core principles of the profession (for instance through 
attempts at control and surveillance by online platforms), similar to the current challenges faced today 
by so-called “gig economy workers”.27

25	 Conseil National de Barreaux, Assemblée General du 9 octobre 2020 Groupe de travail Legaltech, ‘Legaltechs du domaine 
de la jurimétrie: Préconisations d’actions Rapport’ (9 October 2020) 12 accessed 27 December 2021.

26	 Application programming interfaces, i.e. a software interface for connecting different programs with each other 
according to specific functionalities.

27	 See for example challenges faced by contract lawyers in the United States which are in many ways similar to the 
challenges of gig-workers like Uber drivers: Debra Cassens Weiss, ‘“Treated like a Robot,” Contract Lawyers Chafe under 
Fickle Facial Recognition Surveillance’ (ABA Journal, 15 November 2021) accessed 19 December 2021. and ‘Managed by 
Bots: Surveillance of Gig Economy Workers’ (Privacy International) accessed 19 December 2021.

4.	 Opportunities for bars and law 
societies

https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/Events/20201027_Online_Roundtable/Rapport-CNB-sur-la-jurime-trie-adopte-9-10-20.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/Events/20201027_Online_Roundtable/Rapport-CNB-sur-la-jurime-trie-adopte-9-10-20.pdf
https://www.abajournal.com/news/article/treated-like-a-robot-contract-lawyers-chafe-under-fickle-facial-recognition-surveillance
https://www.abajournal.com/news/article/treated-like-a-robot-contract-lawyers-chafe-under-fickle-facial-recognition-surveillance
http://privacyinternational.org/long-read/4709/managed-bots-surveillance-gig-economy-workers
http://privacyinternational.org/long-read/4709/managed-bots-surveillance-gig-economy-workers
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The aim of this chapter is to provide an overall picture of the different ways in which small law firms 
can use so the many different AI tools at their disposal. In order to do so, these diverse tools will be 
presented in broad categories that incorporate most of the solutions we think will be used in the future.

We have defined the first three categories based on the functionalities of the tools: drafting support 
tools, document analysis tools (where the major added value of the tool comes from the documents 
supplied by the lawyer), and those legal analytics tools where the value is mostly derived from case 
law or legislation. Chatbot tools and speech-to-text tools are presented in their own categories, and 
the final category is about tools providing assistance in the internal office administration of law firms.

These categories inevitably overlap with each other, but we have tried to minimise at least the 
repetitions: e.g. the same technical tools that can be used both for document and case law analytics 
are explained in more detail only in relation to document analysis, which is discussed first, but that 
of course does not mean that document analytics is more important per se for lawyers than case law 
analysis.

5.1.	 Drafting support tools

Products in this category focus on assisting lawyers in drafting different types of documents. This 
category is divided into two major groups: writing assistance tools and automation of document 
assembly. A third group is also presented as a generic technical approach for turning data into legal 
text.

5.1.1.	Writing assistance tools

These tools integrate existing text editing and word processing solutions. They augment the drafting 
process similar to how spell- and grammar-check and autocorrection tools work. These tools rely on 
the user interface of the aforementioned text editing and word processing tools. 

Writing assistance tools can, for example, check the language use from the perspective of what is 
usually considered desirable language, and word usage as taught in some countries as legal writing or 
drafting courses (e.g. Briefcatch). A characteristic of a well-researched tool would be also to provide 
specific reasons behind the suggestions: what standards are the recommendations based upon, e.g. 
is it just to ensure less legalese and plain language use (like plain English), or are suggestions based on 
published linguistic researches on legal texts.

Stylistic recommendations of such tools could also be based on the results of a textual analysis of 
“winning briefs” or other submissions e.g. if research has shown that there seems to be some correlation 

5.	 Categories of AI tool features 
and connecting it to lawyers’ 
typical activities

https://briefcatch.com/
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between using hedging28 text features or positive intensifiers29 and what kind of briefs were successful. 
Needless to say, both these types of tools are language specific.

A tool may also assist in verifying whether legal citations are correctly formed and fully refer to the 
intended cases. When such automated checking of legal citations in the text can be accessed within the 
editor (as a plugin, e.g. CiteRight in the US), then these tools are also a subtype of writing assistance. 
(Often this functionality is available separately as part of document analysis tools, see below).

Some of these writing assistance tools are also geared toward more technical aspects of contract 
drafting, such as finding undefined terms or empty placeholders and in-text references (Donna). 
Another typical solution is to help the lawyer save and reuse text snippets, or even provide some 
autocompletion based on a personal or firm-wide database (either from contractual provisions or 
briefs, e.g. Henchman, xLaw Word, Legaü).

Similar to spell and grammar checkers, these tools used to be mostly rule and dictionary based. Recently, 
and mainyl due to advances in neural network-based text understanding, performance of such tools 
has become better in terms of parsing legal citations (in entity-linking, identifying more citations) and 
in making stylistic recommendations.

As already mentioned above, these writing assistance tools usually need integration with tools running 
on the computer of the lawyer (e.g. with Microsoft Word as an add-in) or the tools need to provide 
the full editing capacity themselves (as an online rich text editor). The advantage of the integration 
approach is in its ease of use and the short learning curve. These tools will probably remain with us for 
as long as the main user interface for the work of lawyers remains the word processor. However, for 
so long as host applications and operating systems change as frequently as they currently do, such an 
approach makes the maintenance of integration expensive in the long run.

5.1.2.	Document assembly tools

The common objective of these tools is to help users automate the assembly of documents from a 
set of previously recorded provisions and conditions. For lawyers, document assembly usually helps 
in drafting contracts, briefs and any other documents where automation makes sense due to the 
repetitive or plannable content.

The designer of a particular document assembly template sets down the business rules that capture 
the relationship between fixed elements of the text and the external factors to be captured during the 
finalisation of the document from the template. The authors of templates can be lawyers, but when 
the emphasis is on more complex business rules, they will normally be external consultants or even 
professional IT developers working in tandem with lawyers.

These document assembly tools usually work in two phases: (1) the design phase, the creation of the 
template, also called template authoring, and (2) the use of the templates during a user interview or 
other customisation or data import process, when the template is turned into specific documents.

Template authoring may be handled on a publicly accessible website (e.g. Legito, ClauseBase), where 
the user has to import the text of the provisions from existing plain documents (or type and edit these 
on the web application), and use the interface on the website to represent the variable parts and 
conditions of the text that will define the final document, including using business logic to define which 
provisions are to be repeated based on certain variables (e.g. number of heirs in a will template).

The complexity of the business logic behind the documents is based on the approach of the user. For 
example, detailed rules can be included in a single lease template agreement which cover lease of 

28	 Such as using “however,” “regardless,” or “while” phrases.
29	 Elizabeth Chika Tippett and others, ‘Does Lawyering Matter? Predicting Judicial Decisions from Legal Briefs, and What 

That Means for Access to Justice’ [2021] Texas Law Review.

The advantage of the integration approach is in its ease 
of use and the short learning curve.

https://www.citeright.net/
file:https://www.donna.legal/
https://henchman.io/
https://xlaw.eu/
https://legau.pt/
https://www.legito.cz/
https://www.clausebase.com/
https://ssrn.com/abstract=3811710
https://ssrn.com/abstract=3811710
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offices as well as storage, and which foresee specific provisions depending on who does the fit-out 
of the property which is leased etc. This will require defining a more complex business logic. Another 
approach may be to have different lease template agreements for offices and for storage facilities. 
This is simpler in terms of business logic, but it makes maintaining the different templates more time 
consuming, because changes will have to be introduced into two different templates. The optimal 
choice depends on the capabilities of the tool and the use case of the lawyer. Lawyers are usually 
interested in reusing as much text (clauses) as possible and defining text as generally as possible. But 
this comes with a price: the cost of complexity when defining a sample text that can be reused in many 
different cases.

Web-based assembly tools have to provide the proper interface for defining and integrating the text 
with all the rules on conditional or repeating text parts (loops, cycles). This may be done purely in a 
visual, no-code way30 or by way of domain specific computer code-like scripts.31 A related function is to 
connect variables in templates to databases, which enables a user to select, e.g. clients from an existing 
client database.

This authoring can also be done locally (on-premise), either on the lawyersʼ computer or on a local 
server for shared work with colleagues. For these local products, the special authoring functionalities 
beyond the raw text may be done via, for example, the Microsoft Word application (e.g. Woodpecker 
which inserts so-called custom controls in Word documents and a Word panel) or in a dedicated 
computer program on its own, or even both.32

When the template authoring has finished, users may create as many documents from the template 
as are needed. This second phase is the customisation of a document from the template, which is a) 
where a user is asked for the individual data for the given document (also called an interview) and/
or b) when such individual data is collected from external data sources. Some provisions are defined 
not based on the direct answers of the users, but as the results of conclusions drawn from the userʼs 
choices, which are programmed into the template.

There are big differences in document assembly tools beyond the manner of authoring and operation. 
This guide treats as of interest only those products which are geared toward lawyers, where authoring 
is done in a way that lawyers themselves can carry out if necessary. A large number of such solutions 
are intended to serve a wider, mostly enterprise audience with e.g. supporting the negotiation phase of 
the drafts or the collection of signatures (e.g. Juro) or even contract management functionalities such 
as monitoring expiry of contracts.

This is a relatively mature market, available to most lawyers to some degree since the 1990s, but use 
of such tools in small law firms is still far from being widespread. One of the major reasons for this is 
related to the complexities in trying to meet linguistic requirements in more generic provisions and 
having as few templates as possible. If a law firm uses such a tool to keep a bank of reusable provisions 
(clause repository), the lawyer expects the template to be able to incorporate and adjust relevant 
linguistic features (such as declination, conjugation, grammatical gender etc.) of the contract text. This 
would make it easier for the lawyer to define template texts, but adds an extra layer of difficulty to 
template authoring.

A very few of the tools provide a certain level of language support for proper verb and noun conjugations 
outside English (e.g. ClauseBase for French, German and Dutch). While such tool-specific support for 
smaller languages such as Greek, Czech, Hungarian etc. would be equally important for lawyers working 
in a number of EU Member States, the problem of market fragmentation already highlighted in the 
AI4Lawyers project phase 2 makes the provision of such tools and support unlikely.33

If the use of such document assembly tools is to gain further market share among lawyers in the 
future, the abovementioned sources of complexities have to be reduced. Providing easy-to-use, but 
also powerful, interfaces for laying down applicable rules in document assembly tools is not an easy 

30	 Similar to e.g. Google’s Blockly.
31	 E.g. HotDocs’s scripting language, see here. 
32	 Such as in HotDocs Author, where Component Studio is a dedicated program that runs in parallel with a Word plugin 

and the plugin is used for defining simple conditional texts, but the studio is used to define more complex functions and 
connections to databases.

33	 Vadász and others (n 6).

https://www.woodpeckerweb.com/
https://info.juro.com/
file:
https://developers.google.com/blockly
https://help.hotdocs.com/preview/help/HotDocs_Scripting_Language_Overview.htm
https://www.hotdocs.com/
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task. Also, providing for easy integration with a wide array of external data sources is challenging. 
Linguistic problems enhance these difficulties, as the given tools have to provide a precise, tested and 
reliable output in all supported languages. 

If a lawyer user of a document assembly tool is not able to rely on the text which is generated without 
having to review the results carefully, a lot of the advantage in using document assembly is lost. However, 
at this level of expected accuracy, it is difficult to create all grammatically correct forms reliably from a 
generic sentence in plain text drafted by a lawyer.34 Such accuracy is made possible only if the lawyer 
defines the model form of the sentences to be reused with special tools (e.g. representation language 
or with annotations) and not as a normal sentence. Of course, this would mean that lawyers may no 
longer use plain word processing tools for defining the clauses to be reused. It is possible that, in the 
future, lawyers will have to rely on more specialised tools even for such simple tasks as drafting new 
texts, and it maybe that they will require to use legal specific “development environments”.

5.1.3.	Tools for turning legal data and knowledge bases into text

The final subcategory concerns the generation of text by the lawyer from non-text data into legal texts. 
Similar to generating readable text automatically from weather data, a tool could create a human 
readable description of e.g. electronic evidence, a timeline of events, or even create convincing and 
to-the-point arguments based on the facts and intentions recorded. These tools work similarly to 
those document analysis tools that create detailed, lengthy reports such as those dealing with certain 
compliance and due diligence issues. Compared to document assembly, almost no small law firm uses 
this subcategory of legal drafting support. For small law firms, we consider this subcategory to be 
only of possible future use, and so in the absence of knowledge as to any widely used tools currently 
available, we restrict ourselves to painting a picture of the general possibilities in this approach.

The aim here is to turn dominantly non-text legal data into traditional legal writing. With time, lawyers 
will probably have more and more structured data captured about the cases and documents with 
which they work, and not just the text surface of the documents with some minor metadata (such as 
document, case and postal identifiers).

Case management software provides an important source of non-text data and, if lawyers use such 
solutions more, the amount of data increases and the opportunities to record more data increases 
even more so. If lawyers record all the evidence supporting their claim or the opposing counselʼs 
claim, it makes sense to record as much information concerning the evidence as possible, including 
data about witnesses or metadata such as time-based information (for analysing the flow of events), 
external identifiers of the evidence and the environment of operation etc. to be used for data mining 
and further investigations. Evidence based data integrates well also with the arguments and counter 
arguments used in motions or other court documents.35 

This means that a sufficiently advanced case management software in a given country provides a good 
incentive for lawyers to record more and more salient features of their cases contained in the relevant 
case management system, including the statement of the facts and the related points of arguments to 
the claim, evidence supporting the claim or the counter arguments to the opposing partyʼs statements 
etc. This incentive is further reinforced by the electronic filing guidelines of CEPEJ:36 mandatory 
use of smart forms with a number of structured data to be included or requirements on the use of 
specific citation formats37 will both lead lawyers to switching from word processors to activity-specific 
applications.

34	 E.g. an expression in Hungarian “the seller shall warrant to the buyer that the electrical safety review of the property 
has been completed according to Ministerial Decree X» has to be used also for leases, e.g. it should be possible to adjust 
this into “the lessors shall warrant to the lessees that the electrical safety review for the leases has been completed 
according to Ministerial Decree X». If a law firm wants to retain a unified clause bank as a knowledge base, the document 
assembly systems they use should be capable of making these kinds of adjustments without the lawyer hand-coding all 
the possible grammatical rules at the business logic level of conditional texts.

35	 See also section 5.3.3 on argument mining.
36	 European Commission for the Efficiency of Justice (CEPEJ), ‘Guidelines on Electronic Court Filing (e-Filing) and 

Digitalisation of Courts’ (9 December 2021) 13 accessed 27 December 2021.
37	 E.g., citations of law in European Law Identifier (ELI) and reference to other cases in European Case Law Identifier (ECLI).

https://www.coe.int/en/web/cepej/documentation/cepej-documents/guidelines
https://www.coe.int/en/web/cepej/documentation/cepej-documents/guidelines
https://eur-lex.europa.eu/eli-register/about.html
https://eur-lex.europa.eu/summary/IT/jl0056
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Having all this data available in the case management system is just half of the story. From the viewpoint 
of document generation, such a rich database related to a single case can be used to generate complete 
court documents or important parts of them, with appropriate information in the required format and 
structured data. As opposed to current document assembly tools, interaction between the human and 
the tool side is more blurred here.38

Similar enhancements are possible and already exist outside litigation, such as in contract review or 
due diligence processes, where lawyers have to work alongside a well-defined playbook and checklists. 
Document analysis solutions cannot replace humans in checking all points of compliance and need a 
human review. It may be better to capture compliance information in a review tool used by a human, 
with the tool then able to create a more comprehensive first draft report or at least certain chapters of 
such reports. Current language models such as BERT have recently become much better at summarising 
long texts, including legal texts, and these summaries may also find their way into such first draft 
reports (see in more detail in the next section, 5.2). 

Of course, all such text generation tools would also be language and jurisdiction specific.

5.2.	 Document analysis

5.2.1.	Introduction

Drawing a firm line between analysis of legal documents (discussed here) and analysis of case law and 
legislation (discussed in section 5.3) is not always an easy task.

As soon as we turn to analysing submitted documents based on features that have been extracted 
from case law or legislation, the distinction between analysis of legal documents and that of case law 
becomes more and more arbitrary.

Document analysis and case law/legislation analysis are both about presenting non-obvious information 
in legal texts to the users. Further, often the same technology is used for both. If the analysis of the 
document is based on a machine learning model previously trained to identify 100 standardised 
contractual clauses, then what is of key importance is the model provided by the supplier, not the 
document submitted by the user, but this would still be considered as a document-focused analysis tool 
(e.g. Kira). On the other hand, if an analytics tool only mines the citations from a brief, and uses these 
citations as an analysis of how the given document relates to the prevailing case law, this will be a case 
law focused analysis, and discussed under section 5.3 (e.g. Doctrine, Juripredis).

However, for didactic clarity, it is better to approach this multitude of AI tools on the basis of two 
different categories. In this part, we introduce some of the basics of what publishers actually sell us 
when they say a software “understands” some legal text, and how lawyers can take advantage of such 
38	 See section 5.1.3 and also scenario 6.7.

Similar to generating text automatically from weather 
data, a tool could create a human readable description of 
electronic evidence, or a series of events or even create 
convincing and to-the-point arguments based on the 
facts and intentions recorded. … A rich database related 
to a single case can be used to generate complete court 
documents or important parts of them, with appropriate 
information in the required format and structured data.

https://kirasystems.com/
https://doctrine.fr/
https://juripredis.com/
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functionalities by using their own documents. This part will try to cover those uses where the lawyer 
makes the documents available for analysis and the major added value of the tool is recovered from 
the document itself.

As mentioned above, such a didactic distinction is often ambiguous. 

5.2.2.	Understanding by way of classifying text or parts

The documents to be analysed could be contracts, briefs or other court documents, memoranda, 
reports – the specific kind of documents to be supplied for analysis will be tool specific, depending on 
the intended use case and marketing of the tool. For most such tools, the major methods of analysis 
are related to different approaches to simulating certain aspects of human text understanding.

Most often the tools classify the document or its parts (at different levels, such as paragraphs, 
sentences or phrases) according to one or several characteristics. Classification can be aimed at finding 
the grammatical roles of words in a sentence (is it a verb, a subject etc.?) or at the language of the 
whole document (English, French etc.) But classification can also be designed to find information on 
the content of a word (e.g. does a single word or pair of words indicate a private person, a legal entity 
or a place?), or the content of a document, such as the type of contract according to a statutory or 
other taxonomy (e.g., Werkvertrag or Dienstvertrag). It is also considered to be classification when the 
task is to find the existence of a certain clause in a contract (such as a provision on the limitation of 
liability), or classification can serve to make a suggestion on complex legal issues such as classifying a 
provision as probably unfair or not.39

Based on the complexity and characteristics of the classification sought, this task could rely on 
predefined rules (such as regular expressions which find matching text) or different types of machine 
learning-based classifiers trained on datasets.40 Machine learning based classifiers take into account 
different features identified in the text, such as document or word meanings41 or simple frequencies, 
or even deeper grammatical structures within the text.42 Classifiers often rely on features identified by 
the previous runs of simpler classifiers (e.g. first a classification runs to decide the nature of the words 
in the text, to identify verbs and their related objects, then another classifier is run on these results to 
see if the meaning of the verb-object pair is related to defining a contractual obligation etc.)

From the developerʼs perspective, classification tasks are differentiated as being a binary classification 
task (e.g. is limitation of liability included: yes/no, unfair or not), a multi-class classification task (is the 
document a contract, is it a memo or is it a brief?) or a multilabel classification43 (within a contract, 
label all sentences that contain amendments to another agreement, those that contain data privacy 
related provisions, those defining the term of an agreement, termination clauses etc., where sentences 
containing more than one of these labels should be labelled with all relevant labels).

39	  Marco Lippi and others, ‘CLAUDETTE: An Automated Detector of Potentially Unfair Clauses in Online Terms of Service’ 
(2019) 27 Artificial Intelligence and Law 117 accessed 25 February 2022.

40	  Such as those based on probabilities in naïve bayes classification, characteristics identified by training logistic regression 
classifiers

41	  Here, meaning is more precisely meant as embedding, which is a special way to represent documents or words as 
numerical vectors based on their relationship with other words or documents in the corpus.

42	  Part-of-speech analysis or parsing sub-phrases called constituents etc.
43	  Don Tuggener and others, ‘LEDGAR: A Large-Scale Multi-Label Corpus for Text Classification of Legal Provisions in 

Contracts’, Proceedings of the 12th Language Resources and Evaluation Conference (European Language Resources 
Association 2020) accessed 10 October 2021.

The major methods of analysis are related to different 
approaches to simulating certain aspects of human text 
understanding.

https://arxiv.org/abs/1805.01217
https://aclanthology.org/2020.lrec-1.155
https://aclanthology.org/2020.lrec-1.155
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5.2.3.	Analysis based on information extraction: extracting time, relations (citations), content of 
contractual provisions and facts

Another major type of approach for document analysis is information extraction, where rules are 
defined or machine learning solutions are trained to extract certain important information from the 
text, such as monetary amounts, date and points of time in the document or even extracting the text 
of specific contractual provisions such as a term of a lease contract.44

Software tools for information extraction are designed to find and copy relevant provisions from a body 
of text and use these relevant parts as output, e.g. show it to the user in a report, or use it for further 
processing, such as comparing the values to a defined threshold and sending a warning to the user if 
the threshold is not met. Similar to classification, the task of information extraction can be based both 
on rules (including regular expressions) and on machine-learning based methods.

This extracted information may be as simple as just an amount of money or the name of persons or 
legal entities mentioned in the text. Based on sufficient dataset and training, information extraction 
can also be used to extract accurately sophisticated relationships in the text, such as extracting from 
witness statements persons and their birth dates or places, or a person and his job title, a legal entity 
and the employment relations, affected locations etc. (Needless to say, this use case is mostly relevant 
when a large amount of documentation has to be processed: it is not going to find new information that 
a diligent human could not find.) Information extraction works well also with time related information 
(obtaining dates from a text in a standardised format, turning “yesterday» or durations such as “four 
days» into computer processable format) or identifying typical events in long text, even outlining the 
temporal order of the events so identified. This NLP task may also be used to find out to what or whom 
certain pronouns relate (called coreference).

When a tool goes through the document to extract all the citations (for example to check whether 
they are correctly formed and point to the intended cases) that is also information extraction (e.g. 
WestLawʼs Quick Check for US cases.) Such extracted data can be loaded into case management or 
contract management software or reused for due diligence or compliance purposes.

5.2.4.	Combining classification and extraction for document understanding and analysis purposes

Classification and extraction tools often rely on each other, as an extraction tool is trained and run 
only on those provisions that have been classified as relevant (e.g. a classifier decides if a contract is a 
lease contract, another one labels those provisions in the lease contract that contain lease amounts, 
and an extractor extracts and presents the amount to the user). When whole provisions are extracted 
as relevant, a different type of algorithm may compare such extracted provisions to a “desirable” (e.g. 
legally approved) provision and score such differences based on similarity in meaning (embedding) or 
just present the compared version to the user to decide on the degree of risk.

These tools are always language specific solutions and, if the analysis relies on legal concepts, that will 
make it jurisdictional specific as well. Although some products are marketed as language agnostic (e.g. 
in document classification), one can expect that using it for languages other than English will negatively 
affect the performance of the tool.

For lawyers, usability of such a tool depends heavily on the specific use case which the given tool was 
intended to address, and if a lawyer wishes to work with tools for non-English languages, there will 
be very few such tools offered.45 Some tools are intended to assist in the more thorough overview of 
a large body of documents based on a predefined set of questions, whereas others are optimised for 
reviewing one specific document at a time.

Most of the tools work with rules and machine learning models that the supplier defines in advance, 
and only the supplier is able to change these, but there are also tools that make it possible for the user 
to train the tool to identify new provisions (such as identifying new risky clauses, red flagging them in 
due diligence software, e.g. Kira, Luminance). 

44	  Ilias Chalkidis and others, ‘Neural Contract Element Extraction Revisited’ (2021) abs/2101.04355 CoRR. 
45	  Conseil National de Barreaux, Assemblée générale du 9 octobre 2020 Groupe de travail Legaltech (n 25) 42.

https://legal.thomsonreuters.com/en/products/westlaw-edge/quick-check
https://kirasystems.com/
https://www.luminance.com/
https://arxiv.org/abs/2101.04355
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The result of combining classification and extraction could be to produce, for example, a report on 
the existence of certain data in the document, or an evaluation of compliance or certain predefined 
categories of risks, or even a probability based “prediction” of consequences (like the need to mitigate 
a certain risk). Some tools even provide a commented Word document with suggested tracked changes 
(provided the use case is reviewing an English or Dutch language data processing agreement or a non-
disclosure agreement, e.g. Lynn relying on a clause identification engine and on domain specific legal 
knowledge embedded in the tool by the supplier).

The deployment mode of the tools and user interface are tool specific, but the majority of commercial 
tools are cloud-based tools where lawyers have to upload documents to be analysed, which makes 
frequent updating of the model by the supplier easier. However, for lawyers as users, this naturally 
raises the question of confidentiality and access to the results and history of analysis.46 Considering 
that the usual result of a document analysis is a text or report, the problem of exportability is less 
relevant for this category of tools (compared to e.g. document assembly tools).

5.3.	 Text retrieval and analysis of case law and legislation

5.3.1.	Introduction

Computer assisted legal research or text retrieval has been with us since the end of the 1960s47 and 
has been in widespread use in EU countries at least since the early 90s. Traditional techniques of 
indexing legal texts, and the use of professional citation systems for case law, have also been adapted 
to the computer environment and have thrived ever since. Optical character recognition and constant 
broadband access make it commonplace for us to access even historical legal records.

Nevertheless, these reliable techniques of indexing and search have proved to be insufficient for many 
purposes, especially given the development of new requirements. We want to access more and more 
information, but in a shorter time: a full-text legal search based on keywords may be sufficient to find a 
specific term in a single book, but it is inadequate to find a more common term in appropriate context 
among one hundred thousand judicial decisions. Having too many results is not much better than 
having no result at all, so the focus of text retrieval changes to obtaining more relevant results. 

Relevance and the expectation of finding out the “appropriate context” of the search also leads to 
other major changes (see in section 5.3.3 in more detail). First, we need tools that can accurately 
translate the queries as formulated by lawyers into something that enables precise database searches, 
in such a way that lawyers will not need to be trained for weeks just to use the tool. Also, different tools 
are needed to find hidden structure and information in legislation, case law and other legal texts. This 
hidden information is uncovered by analysing these legal texts. If lawyers want to be able to formulate 
queries like “show me all the cases where a business secret claim was upheld despite the secret being 
reverse-engineerable”, this assumes that a sufficient number of such cases has been properly analysed 
beforehand with such questions in mind.

46	 See section 7.3.3.
47	 Charles P Bourne and Trudi Bellardo Hahn, ‘A History of Online Information Services, 1963-1976‘ (Cambridge, Mass : MIT 

Press 2003) 244  accessed 27 December 2021.
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https://lynnlegal.ai/
http://archive.org/details/historyonlineinf00bour


Guide on the use of AI-based tools by lawyers and law firms in the EU28

New developments in machine learning and natural language processing have made it possible to 
provide solutions to these changing needs. These same techniques make it also possible for more 
lawyers to access a wider range of analytics and jurimetrics of legal texts (especially in case law), which 
was simply not feasible previously or which was very much limited in scope due to the high costs of 
manual labour needed. Costly manual annotations were previously a prerequisite for utilising many 
machine learning solutions, but NLP techniques (especially the so-called foundation models48) have 
made it possible in many fields to substitute or at least minimise the need for human annotation and 
so open up new ways of using machine learning.

As with document analysis, it is impossible to show all the possible ways such legal texts can be 
analysed, but we discuss three distinct matters: first, the differences between advanced text retrieval 
and search engines with quantitative data and what are often called predictive tools, second, provide 
an insight into the futuristic area of how argumentation mining could be used by lawyers, and finally we 
briefly mention tools which provide quantitative data on the activities of certain participants in court 
and similar procedures based on case law.

All such tools of legal analytics depend on one important prerequisite: a sufficient volume of legal 
texts in electronic format available for analysis, including legislation or case law. It is also important to 
highlight that some entities may have access to legal information that is vastly superior in terms of size 
or quality compared to that to which other entities have access. In the field of legal analytics, it really 
matters whether the analysis of a case is able to rely only on selected and manually anonymised court 
decisions in published and edited form, or on the full court file similar to the “Public Access to Court 
Electronic Records” (PACER) in the United States. This is especially important in terms of how reliable 
predictive tools can become: training tools predicting the outcome based on the judicial statement of 
facts or summaries of claims as included in the decision itself can be less effective than those based on 
the full texts of filed claims.49

Those having access to more information will be at a considerable or even critical advantage compared 
to other entities. Such privileged entities could be courts or other government bodies (such as the 
prosecution service, tax authority or police), but when compared to small law firms – which can only 
access publicly available services based on publicly available information (and by nature have access to 
a much smaller corpus of information) – even larger commercial entities (such as insurance companies 
or large law firms) may have a considerable competitive advantage.

(For the distinction between legal analytics and document analysis, see section 5.2.1.)

48	 See footnote 113.
49	 Masha Medvedeva and others, ‘Automatic Judgement Forecasting for Pending Applications of the European Court of 

Human Rights’ (2021) 4 accessed 25 February 2022.
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https://research.rug.nl/en/publications/automatic-judgement-forecasting-for-pending-applications-of-the-e
https://research.rug.nl/en/publications/automatic-judgement-forecasting-for-pending-applications-of-the-e
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5.3.2.	On three different objectives of legal analytics

Thanks to the new technologies of NLP and machine learning, the offerings of legal text retrieval 
services have vastly diversified. It is no longer just the raw text of the judicial decision or the legislation 
that is displayed to the user. More and more information is searchable besides the keywords in the 
text. This includes such information as the court making the decision, legal areas, results of the decision 
or the date of decision. Relations between decisions are presented, so that one can follow the path 
of a judgement through appeals, see how many other judgements have cited this exact decision and 
whether they yielded the same results or not. A report of the Conseil National des Barreaux calls this 
the level of “informative justice”.50

But it is not only the name of the court and the date of the decision that can be extracted from a legal 
text. The next level of exciting new features is based on the extraction of any other quantifiable data, 
like the sum of compensation awarded in personal injury cases, child or spousal support payments 
granted in family law, amount of fines imposed by a competition authority, or even compensation 
figures in common disputes concerning residential leases between the landlord and the tenant, or 
labour law indemnities to be paid in case of unfair dismissal of an employee etc.

When having such quantifiable data on all these decisions, it often makes sense to search and record 
further related information. These frequently mined features provide essential context for the decisions: 
the type of damages suffered for personal injury cases, the income figures of employees affected by 
the termination, or of their spouses etc. Of course, whether any such data can be recovered from case 
law or not depends not only on shrewd machine learning algorithms, but on the data available in the 
published cases. Considering that a number of common law court decisions tend to be longer with 
more citations and references than decisions in similar cases in continental law countries, this also has 
an important effect on what can be achieved in legal analytics. Requirements of anonymisation and 
interpretation of the same regulation on data protection are still very much country specific and these 
also affect the opportunities of NLP and machine learning. Even within the same country, information 
included in published cases depends on the area of law affected, and on regional or local customs, or 
the individual styles of judges. 

Through the use of such analytical tools, case law becomes more transparent in terms of quantifiable 
information, and this is what the Conseil National des Barreaux calls “analytical justice”. Analytical 
justice focuses on making past cases visible to users through queries based on figures. 

There is also a third level, where – having been trained on historical data – an AI tool makes estimates, 
forecasts or predictions in terms of quantifiable information for a given case. How many years of prison 
sentence will a person probably receive based on such and such a statement of facts? Or what is the 
probable amount of damages that a person injured in this way will be awarded, and so should they 
accept the offer of the insurance company for € X?

All such AI tools for forecasting or estimation are likely to be a valuable addition to a lawyerʼs practice. 
In English speaking countries, these tools are often called “predictive justice” tools. Some consider this 
term to be misleading,51 but most of the suggested replacement terms are not really much better,52 
and so we do not attempt to settle this dispute here. One has to be aware that prediction has a specific 
meaning in machine learning parlance, simply meaning the output of the model trained on historical 
data. In that sense, even ranking of legal texts retrieved from a database in terms of relevancy is a 
prediction in itself (prediction of relevancy), in contrast to which predictive justice in this context 
usually means an output on the expected terms of the judgement or the outcome of a court process 
based on historical data.

We do not label these three levels as levels just because level “two” or “three” (analytical or predictive 
justice) would be more advanced in many ways than level “one” (informative justice). The label does 
not even mean that the levels become more useful for lawyers or more disruptive. We call them levels 
50	 Conseil National de Barreaux, Assemblée générale du 9 octobre 2020 Groupe de travail Legaltech (n 25) 63.
51	 ibid 9.
52	 We avoid using the term „simulative justice” as the third level, as suggested in the report from the Conseil National des 

Barreaux already mentioned (ibid 63.), because that term is based on how the working of a specific tool was explained 
to drafters of that report, and it would be misleading to use the same term for other tools. Other suggested terminology 
includes e.g. „forecasting” of decisions.
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because it highlights the historical process of how solutions in informative justice are a prerequisite for 
analytical justice, and access to quantifiable figures in case law is in turn a prerequisite for any machine 
learning based divination or dispute resolution algorithms of a predictive nature.

However, one has to be mindful that a predictive justice AI tool comes with its own considerable risks 
and special dangers compared to the other two levels. 

In informative and analytical justice, interpretation is undertaken by the user (the lawyer), and there 
is no risk of introducing further bias into the service provided (other than the bias already included 
in past cases, but that is rarely the responsibility of the lawyer). Today, lawyers are not expected to 
understand how text retrieval actually works and why certain results might have been excluded. If that 
missed result negatively affects the service provided by the lawyer and the outcome of the case, the 
lawyer will nonetheless bear full responsibility to the client according to current rules of deontology.

But at the third level of legal analysis, due to its new functionalities, the lack of explainability and 
introduction of new bias could cause a problem, and therefore lawyers using such tools should be 
aware of the increase in such risks and take appropriate steps if necessary. Both the ethics guidelines 
of the European Commission53 and the draft AI Act54 define transparency requirements for such tools 
(even though AI tools are not currently considered as high risk so long as they are used by lawyers and 
not by judicial authorities55).

It does not mean that forecasting tools should never be used unless all the business secrets behind the 
internal workings of the tool are revealed. However, for as long as a lawyer has not even a general idea 
as to why and how the tool suggests certain results, this lack of understanding and explanation should 
be clearly disclosed to clients and should be taken into account by the lawyer during the particular 
mandate for the client.

Even today, one can find many automated dispute resolution mechanisms which work without any 
explanations about their automated decisions. If clients are aware of the use of such predictive black 
boxes, e.g. as a mutually acceptable starting point for a negotiation or mediation with a counterparty 
on the amount of compensation, then this could still be something worthwhile considering.

It is important for lawyers to try to evaluate these tools according to their weight and usefulness and 
this requires some level of information on how reliable are the suggestions made by the tools. To 
understand the working of such tools to the necessary degree, lawyers will probably need both special 
training and also the ability to access specialist resources if needed. Transparency and explainability 
do not mean that explanations should be accessible and understandable by everyone, including non-
technical people. Should explanations go too far in avoiding technical terms, this would result in 
explanations which are not able to provide transparency for anyone, not even for the purposes of audit 
and review by specialists. Further, broad explanations that build too much on analogies between AI and 
actual persons or real-life processes can be seen as dangerous, due to transferring trust in certain roles 
and processes in society to AI tools.56

53	 European Commission, ‘Ethics Guidelines for Trustworthy AI’ 18 accessed 12 December 2021.
54	 ‘Proposal for a Regulation of the European Parliament and of the Council Lawing Down Harmonised Rules on Artificial 

Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts’ accessed 12 December 2021.
55	 See Ibid Article 13 and Annex III section 8.
56	 Like explanations on how “virtual judges” make decisions in a simulation where virtual judges are actually just decision 

trees trained on dozens of features in hundreds of cases.
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https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
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5.3.3.	Advanced searching techniques beyond the text: semantic search and argument mining

Even what is called “informative justice” in the previous section has a great deal of potential for 
improvement, and advances in this area may fundamentally change how lawyers work in the future. 

Semantic search is a new technique. It is not a specific technique, but a multitude of techniques with 
similar objectives. The objective is to find the best way to retrieve text based on the intended meaning 
of the query, i.e. a search that relies on layers of meaning beyond the surface of the text. With this 
approach, a search solution which can provide the most relevant results by finding the appropriate 
context of the text will perform better. It should find synonyms of a given term (which is of course a 
domain specific issue in law as the same words may have very different meanings in other areas of 
law), but should exclude results that are not related to the intended purpose of that given search (for 
example, if you are looking for civil law cases of defective performance in the case of second-hand 
property, then it should not return cases dealing with tax-related issues of second-hand property.)

These semantic searches are nowadays typically implemented in two ways: one is when the user 
provides a sample text and the solution is to search for similar texts in the database. The other approach 
is to ask a specific question and have the tool find some cases and answers in the database relevant to 
the question (question-answering).

In this sense, argumentation mining and searches based on argumentation are one form of 
implementation of the objective of semantic search. It is based on NLP tools finding argument structures 
in case law, such as what kind of units of arguments exist in a given legal text, which expressions are 
conclusions, which are premises, which expression is just a logical connective, and whether one unit of 
argument supports or refutes another etc.

Argumentation mining is a very well-established multidisciplinary field in AI research, having originally 
had the intent of computerising the even older field of rhetoric, aiming to help find the correct arguments 
with the help of computers. This involves finding arguments in natural language texts, finding typical 
schemes of argumentation and visualising argumentation, but also finding arguments in a given field 
and assisting in the verification of lines of arguments or making summaries of argumentation. The field 
of law has always been a good domain for carrying out such AI research, due to the large number of 
available data with sufficiently high-quality arguments.57 

This area is very promising for lawyers as well, because the tools can help us find lines of reasoning 
present in briefs and judicial decisions written in natural language. It can help uncover deeper structures 
in judicial decisions, such as what kind of evidence is needed to prove a statement of a particular fact. 
Even in continental systems with complex statutory provisions and codes in place, this is rarely a trivial 
question, due to the difference between law in books and law in action, and also considering that many 
detailed particularities cannot be specified in legislation.

57	 Prakash Poudyal and others, ‘ECHR: Legal Corpus for Argument Mining’, ARGMINING (2020) accessed 25 February 
2022 and Marco Lippi and Paolo Torroni, ‘Argumentation Mining: State of the Art and Emerging Trends’ (2016) 16 ACM 
Transactions on Internet Technology 1 accessed 25 February 2022.
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https://aclanthology.org/2020.argmining-1.8.pdf
https://dl.acm.org/doi/10.1145/2850417
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Based on large amounts of manual work, a number of interesting systems have already been built that 
can demonstrate the power of these tools. For example, in a system specifically made in the US to 
cover business secrets, researchers identified, in the case law 27 different factors treated as relevant 
in decisions made by judges, as being factors which weakened or strengthened the arguments and the 
position of the claimant etc.58 

Of course, these systems were based on expensive manual work, but in theory, with such factors 
identified along with their effects on the judgement, and with other structures of arguments uncovered, 
AI tools could provide further assistance to lawyers. What are the weaknesses of my planned claim? 
Where is there a weakness in the chain of reasoning of the opposing party’s brief ? Based on case law, 
what do judges accept as proof of an unfair dismissal of an employee on sick leave? How can we justify 
that this landlord acted as a fair and reasonable one, etc.? If we are able to find such arguments in case 
law directly, this would be a more effective search than trying to find the same arguments based on 
keywords only.

If we are able to create a reliable representation of argumentation in case law, that could enhance not 
only informative justice, but also other levels of legal analytics.59

5.3.4.	Analysis of activities of participants based on case law

The last subcategory of AI tools analysing case law is the one which deals with analysing the records of 
different participants in a court procedure, usually judges and lawyers, but in some countries also the 
claimant and defendant.

In the United States, with the availability of PACER and a similar wide range of court documents, 
detailed information can be found from career information on judges to motion types decided and 
case histories, with a very fine level of breakdown in many categories, from grant rate to duration and 
how these numbers compare to average figures. In the US, analytics on lawyers include clients the 
lawyers have represented, their court appearances and the types of cases they have worked on, and of 
course, cases won and lost and trends etc. In France, where analytics on the individual activity of judges 
is prohibited by law,60 lawyer analytics still provides basic biographical information on lawyers and the 
number of procedures in which they have participated, including the subject matter of the procedures 
in which they have experience (their expertise) and even the name of their business entity clients.61 
But in Hungary, where every name is anonymised in court decisions other than the names of judges 
and lawyers, obviously the identities even of business entity clients will not be available for analysis.

As one can see, the exact scope of analytics depends on the information available on such persons 
in the given country and the degree of anonymisation generally applied in case law. These factors 
therefore play a large role in determining the usability of such AI tools. Apart from technical questions, 
the analysis is connected to a number of serious ethical issues and, for example, can impact on the 
independence of judges and the rule of law.62

58	 Kevin D Ashley, ‘Artificial Intelligence and Legal Analytics’ (First, Cambridge University Press 2017).
59	 Case Law Analytics in France already provides an interesting estimation: in a given hypothetical case defined by the user 

along a number of parameters, it provides some estimates as to which factor has what effect on the chances of winning 
or being awarded certain sums.

60	 ‘Article 33 - LOI N° 2019-222 Du 23 Mars 2019 de Programmation 2018-2022 et de Réforme Pour La Justice (1) - Légifrance’  
accessed 28 December 2021.

61	 Subject to the rules on anonymisation of decisions.
62	 Council of Bars and Law Societies of Europe, ‘CCBE Considerations on the Legal Aspects of AI’ (n 3) 17.
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5.4.	 Speech-to-text tools

Converting live speech and verbal instructions and commands into written text is important for legal 
uses as well. Reliable speech-to-text software for such conversions already exists for probably all official 
languages of the EU.63 

That means probably the most important use of this software for lawyers, transcribing dictation to text, 
is already possible for these languages. There are still important differences amongst the tools and how 
suitable they are for professional use: the recognition error rates may be quite different, and the ability 
to train the tool on the specific speech patterns of an individual, for specific vocabulary, can also be of 
practical significance. Otherwise, this specific use of AI is already more a question of the commercial 
aspects than of technical availability.

Of course, besides dictation, there is still a number of uses with ample room for technical improvement. 
This includes transcribing noisy speech or unspecified persons (e.g. for depositions), or identifying 
multiple speakers and converting such real-life conversations into text despite the cross-talk.

The task of recognising the speech of unspecified persons is made considerably easier if the range 
of distinct input to which the tool is expected to react is limited, such as when using voice assistants 
that are expected to distinguish between a couple of dozen commands. In theory, this makes voice 
recognition tools a practical addition to a law practice when combined with chatbots, discussed in the 
next section.

With the simple transcription of spoken text to written text, much information present in the spoken 
voice is lost, such as emphasis added by stressing certain words, or differences in tone or rhythm. This 
is often critical for understanding the spoken text and, without it, a simple transcription can be almost 
useless. Therefore, extraction of such meta-textual features from speech is also of great importance 
for transcription tools. Having such tools is a prerequisite for further innovation, such as automatically 
creating the minutes of the general meetings of a company from the audio recordings thereof.

Whether for dictation, transcription or for voice assistant purposes, before implementing these AI 
tools, lawyers should become acquainted with the way the voice of the caller is processed. This data 
is personal data and is probably also client data that is subject to professional secrecy obligations, 
requiring specific consent from clients.64 Currently, most speech to text tools, even those dedicated to 
dictation, work only via an internet connection, meaning that they transfer at least some pre-processed 
form of the original voice (which is still personal data and is subject to professional secrecy). Until a 
number of years ago, the mainstream deployment model for dictation tools used to be on-premise, but 
now such on-premise use is often a premium product or reserved only for larger businesses.

[box: Before introducing these AI tools, lawyers should become acquainted with the way the voice 
of the caller is processed. This data is personal data and is probably also client data that is subject to 
professional secrecy obligations]

63	 Homoki (n 5) 38.
64	 Prior to using voice assistant services for client work, lawyers should familiarise themselves with the interpretation of 

the European Data Protection Board in their guideline, as lawyers would probably also be considered as data controllers, 
see European Data Protection Board, ‘Guidelines 02/2021 on Virtual Voice Assistants’ (7 July 2021) 16 accessed 14 
January 2022.

https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-022021-virtual-voice-assistants_en
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5.5.	 Chatbots

Chatbots are dialogue or conversation systems that simulate human conversational capabilities to a 
certain degree. The exact functionalities that chatbots provide change with time and user expectations. 
Since 2008, the growth in the use of social media and messaging applications has been very strong, 
and now 57% of the EU’s population uses these channels.65 No wonder that with such growth in these 
channels, the popularity of using chatbots has also grown, because chatbots are excellent tools for 
providing an interface between businesses and users on these platforms. With appropriate integration, 
the same chatbot can serve many messaging applications and social network sites – although differences 
in focus between apps/sites often necessitates divergent chatbot features.

Chatbots may appear integrated into websites of the firm or at a contact point of the lawyer on social 
media or messaging platforms (e.g. on a Facebook page or a messaging bot etc.). Although there are 
already chatbot platforms that offer no-code solutions, integration and implementation will usually 
require the involvement of specialists.

When using chatbots, interactions by the users are mostly managed by the user either choosing from 
a set of possible menu options or typing in a question. (In the case of integration with a speech-to-text 
solution, this could also be managed by speaking to a virtual assistant, but this is currently not a frequent 
use case for law firms.) When a user can choose only from a fixed set of buttons, the experience will be 
quite similar to that of a website with menus. Of course, the more difficult approach is the one where 
the chatbot has to guess the intent of the user from the typed-in message. Usually, this will require 
natural language processing capabilities that are specific to the language of the conversation (although 
simple patterns are often used in some simple cases). There are powerful chatbot platforms capable of 
“understanding” all EU official languages and more, but some of the easiest-to-use and most-popular 
international chatbot platforms are still limited to natural language understanding in English. To 
circumvent that limitation, chatbots are sometimes integrated with translation tools (DeepL, Google).

In the case of typed messages, natural language understanding here means that the chatbot platform 
tries to guess the general intent of the user (what the user wants the software to perform) and some 
relevant highlights from the message, such as any names, location, time or date etc. entered (“entities”). 
This guess is based not only on the message itself, but on the training previously implemented by the 
creator of the chatbot, and also on the prior conversation history with that given user. The intents and 
entities to be identified in the message will have to be predefined by the creator, but the actual method 
and effort needed for such definitions depends on the platform used. Based on the intent and entities 
discovered, the chatbot platform will either provide a predefined response to the user or turn to some 
external integration (such as to book an appointment with the lawyer).

While the opportunity seems obvious, many typical use cases of chatbots are not a good fit for the 
average small law firm. Law firms of this size are rarely able to provide direct sales opportunities for 
customers, such as through their web shops, and it is difficult to generate valuable leads through the 
simple interactions of chatbots. Also, tight integration of a chatbot with live human operators is not 
something that a typical small law firm can afford.

Yet, there are a couple of secondary areas where chatbots could be a useful addition for small law 
firms. Importantly, one should keep in mind that any of the use cases set out below could be in breach 
of national deontology rules, which is not a criterion that this guide can take into account.

Theoretically, chatbots could be used to provide static, mostly predefined legal advice to clients, or even 
start an external document assembly system to create a complex document for the user based on the 

65	 See EUROSTAT table ISOC_CI_AC_I, accessed 29 December 2021.

While the opportunity seems obvious, many typical use 
cases of chatbots are not a good fit for the average small 
law firm.

https://ec.europa.eu/eurostat/databrowser/view/ISOC_CI_AC_I__custom_1058781/bookmark/table?lang=en&bookmarkId=0dd5535e-a7e5-4ff8-a2a4-134d5b56718d&page=time:2020
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“interview” carried out in the chatbot (see section 5.1.2). However, that will probably never be a very 
popular and practical approach due to the risks involved, even if the legal advice is based only on the 
user choosing from menu options. Based on the current reliability of natural language understanding 
tools, trying to guess the legal needs of a client based on the client’s typed input is not yet a good idea, 
even in English, let alone when using two-way automated translations for understanding and response.

Chatbots can be integrated into reliable online identification tools, which could make it possible to 
use chatbots to serve existing (probably individual) customers and provide them with information 
regarding their account, supplying information about unpaid items or the status of their proceedings 
or any service being provided by the lawyer. Of course, currently this functionality is not common at all, 
reliable online identification tools are not readily integrated with chatbot platforms, which means that 
customer service by chatbots will be limited to providing the contact details and opening hours of the 
law firm, and also possibly booking an appointment.

Regardless of any difficulties in sales, chatbots can also be used for marketing purposes by law firms. 
Besides presenting chatbot users with the website, the blog and any other online presence of the law 
firm, the organic opportunity here is to make it possible for users to subscribe to customer lists of the 
given platform or as followers, depending on the platform (e.g. for the old-fashioned ones, to subscribe 
to e-mail newsletters).

Obviously, creating a customer list from a chatbot interaction is subject not only to deontology rules, 
but also to considerable data privacy requirements requiring consent and privacy notices.66 If the law 
firm is intent on gathering further details of chatbot users as recorded during discussions or on saving 
the content of the chat as well, consent and privacy notices should clearly cover this information.

As a matter of privacy, should a law firm decide to use a chatbot to provide a client service or to 
otherwise include client information during the chat (whether from a question or in a response), 
professional secrecy obligations will have to be complied with, including transfer of personal data to 
third-party processors, probably also out of the European Economic Area. This is a particular difficulty, 
as clients can provide just any information to the chatbot, including information that would be covered 
by professional secrecy – even if this was never the intent of the deploying law firm.

In summary, chatbots can serve as a foundation for many online channels to keep in touch with 
customers, or even to ensure a presence in a virtual world.67

Chatbots cannot be used in a vacuum: the stronger the online presence of the firm, and the more the 
firm spends on online marketing, the more it makes sense for that firm to invest in chatbot tools as 
well. There is not much point in creating a chatbot for the sole purpose of booking an appointment 
with the law firm.

The untapped potential of chatbots seems considerable, but the barriers to their adoption are not 
technical in nature. 

66	 See Fashion ID judgement of the European Court of Justice (ECLI EU:C:2019:629) on a platform provider and the group 
administrator both considered as a joint controllers.

67	 In late 2017, the Second Life Bar Association closed its doors. That only shows that similar initiatives we now see in 
Decentraland already have significant precedents.
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5.6.	 Assistance in internal office administration by AI tools

This section is an umbrella-section where we introduce some features of AI tools that do not fit well 
into the other sections above, but could still be helpful in increasing the internal efficiency of law firms.

One report concerning small and mid-size US law firms shows that an average of 31% of the working 
hours of a lawyer is billable work (utilisation).68 It is also worthwhile noting that, based on this report, 
this figure does not seem to grow with time, despite increases in law firm automation. Earlier reports 
show that a considerable ratio of such non-billable time (48%) is spent on administrative tasks such as 
office administration, billing, configuring technology and debt collection.69 Obviously, with the help of 
automation, the time spent on some of these activities could be further reduced. 70

As discussed in more detail during phase 1, most such automation does not necessarily need to involve 
AI tools at all.71 Classic business software for law firms, usually called practice management tools (or 
ERP, CRM etc.), should be the first step in decreasing the non-billable time necessary for running a law 
firm. A major dilemma is that if lawyers even now can spend hours on troubleshooting technology 
and transferring information between software, organising electronic workspaces, etc.,72 then using 
more and more software that does not integrate well might even increase the number of human hours 
needed to fix IT gaps. The issues of reliable integration amongst software programs are more questions 
of appropriate software architecture and implementation, developments and consultation, than of 
using a new tool with some claimed artificial intelligence capabilities.

In this section, we limit the discussion to those tools in this field that rely on artificial intelligence 
functionalities.

The first major area where AI tools can be of help is, of course, surveillance of lawyers – less 
controversially called time tracking. Efficient software exists which can automatically record all time 
spent on a desktop, a laptop or a mobile device, based on the name of the applications used and the 
documents the lawyer worked with, which can rely on metadata saved in the document management 
system or the e-mails sent while undertaking the work. It is also easy to track and extract location details 
from a mobile device for court proceeding purposes and so match calendar entries with timesheet 
entries. Based on this information, the tool assists lawyers in categorising their activities according to 
matters, or even to some more refined item on the invoice. If the billable activity is tracked properly, 
that also means that any documents saved during this activity can also be saved and filed to the same 
matter (folder etc.), without the lawyer having to enter client data both for time tracking and document 
management purposes.

Before introducing these tools, a law firm should clearly define what it wants to achieve with this 
tracking software, and implement only software that does not go much beyond the defined limits. 
Because these tools are language agnostic and not jurisdiction-specific, one might easily be tempted 
to buy the latest and most popular product, with attractive introductory prices. The risk is that many 
employee-monitoring software programs are advertised under the much more acceptable name of 
employee productivity- or time-tracking software. However, the capabilities of the software go well 
beyond the expectation of a lawyer, including total worktime surveillance with the possibility to capture 
continuously the content on computer screens.

68	 Themis Solutions Inc., ‘2021 Legal Trends Report Published by Clio’ (August 2021) 34 accessed 30 December 2021.
69	 Themis Solutions Inc., ‘Legal Trends Report 2017 Powered By Clio’ (2017) 13 accessed 30 December 2021.
70	 For a similar comparison of what was the distribution of billable hours in a survey in the US, see Homoki (n 5) 31.
71	 ibid 42.
72	 Themis Solutions Inc., ‘Legal Trends Report 2018 Powered By Clio’ (2018) 14 accessed 30 December 2021.

https://www.clio.com/wp-content/uploads/2021/08/2021-Legal-Trends-Report-Oct-26.pdf
https://files.clio.com/marketo/ebooks/2017-Legal-Trends-Report.pdf
https://www.clio.com/wp-content/uploads/2018/10/Legal-Trends-Report-2018.pdf
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Many time-tracking software programs also provide reports on individual users in a dashboard style, 
and with each new version, they try to become more attractive by expanding their functionalities with 
evaluation of the user (identifying outlier employees in terms of billable hours) or security features, 
such as data leak prevention measures (recording information on exported documents and emails etc.).

Even those time-tracking software programs that do not go beyond actual time-tracking functionalities 
are now more often than not cloud-based, involving sub-processors, possibly outside the European 
Economic Area.

So, before introducing automatic time tracking software, professional secrecy and privacy implications 
should be clearly evaluated, including a legitimate interest assessment, checking any data exports 
outside the EEA. Moreover ethical and labour law concerns need to be addressed, including ensuring 
proper notification of users.

Besides time-tracking, surveillance is becoming a daily part of lawyersʼ lives, with every mobile and 
desktop operating system providing biometric authentication of users (including facial recognition, 
of course, without the possibility for the law firm to access biometric template data). Also, not only 
security cameras, but video doorbells have facial recognition capabilities which could theoretically be 
deployed at law firms as well. This guide does not take sides as to whether law firms should use such 
technology for security purposes or not, but it is important to highlight that carrying out surveillance 
by using AI is not only an issue for governments, it is within the technical capabilities of private persons 
and the smallest of businesses.

AI tools also have other uses in law firms beyond surveillance. One of the most useful are those 
analytical tools that help the review, standardisation and streamlining of the time recorded by the 
lawyer: they highlight double entries and probably similar entries with different descriptions, missing 
narratives or other inconsistencies within the logged information. Even individual client expectations 
can be configured, where alerts will be raised in case of non-compliance with such expectations. And 
lawyers should not be surprised that, even if they do not use these review functionalities themselves, a 
client might still use them, because the same tools also work for incoming invoice data and narratives.

Besides the analytics of time recorded, AI tools can also be of great help in document management for 
finding and suggesting the appropriate matter and metadata of incoming and outgoing communications 
based on communications and work history of the user or other predefined patterns.

Such tools also exist of course in areas of accounting and book-keeping. Even simple tools may help 
in matching cost items in bank statements with supplier invoices or with matter management (for 
invoicing it to customers as expenses), or label documents according to specific categories that help 
streamline the book-keeping work. Naturally, the more information that is recorded with regard to the 
financial details of a law firm, the more possibility there will be to monitor and analyse the financial 
situation, including controlling costs and profitability - but these tools go beyond the subject matter of 
this guide, which is intended for small law firms.

The risk is that many employee-monitoring software 
programs are advertised under the much more 
acceptable name of employee productivity- or time-
tracking software. However, the capabilities of the 
software go well beyond the expectation of a lawyer, 
including total worktime surveillance.
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6.1.	 Introduction

In this section, we give some easy-to-understand examples of how small law firms will be able to use 
some of the technologies presented in this guide to make their operations more efficient. We explain 
the capabilities of such tools in more detail in the next section 5, where we also hope to shed some light 
on some peculiarities of their internal workings. Most of the technologies presented below already 
work in practice in some way and in some countries (not necessarily for small law firms). Some will 
work only if appropriate data becomes available for that domain and jurisdiction, and there are also 
promising technologies that are not yet feasible in legal practice, but have already demonstrated their 
usefulness in research projects in law. Naturally, this is just an arbitrary list of possible technologies, 
without any intention to be comprehensive.

We have not excluded any solution for the sole reason that there will probably never be a market 
large enough for the product to survive in an “average” EU jurisdiction. You can see below that many 
of the features currently seen as innovations will require considerable investment and continuous 
maintenance by the law firm, in terms of both time and money. This includes the law firm with enough 
revenue to be able to pay not only its partners, fee earners and administrative employees, but also 
the consultants and IT suppliers necessary to prepare, implement and use such AI tools. Even if the 
proper IT tools are available at the present time, without such investment in implementation, most 
innovations will never take root on their own.

We refer to our protagonist just as “the Lawyer”. She lives in the not-too-distant future, and she is 
practising law in a fictional, non-English speaking member state of the European Union, and is a partner 
in a small law firm (say, composed of two partners and two employees).

6.2.	 Bilateral contract negotiations on a platform and recording time

The Lawyer has received a message that a new appointment has just been booked with a yet unknown 
client using the firmʼs new MetalErg bot and appointment system. MetalErg is a (fictional) messaging 
application introduced just a year ago with tremendous growth figures thanks to its promises of 
‘stronger than anything’ end-to-end encryption. The Lawyer quickly scans the agreed appointment 
time: it is still more than 6 hours away, which gives plenty of time and so is not urgent, and does not 
require an immediate interruption to the Lawyer’s work.

Before this new meeting, the Lawyer tries to finish analysing the draft sales contract of Client Alpha, a 
small business trying to license its very popular digital widgets to AgileLean Bank, which would like to 
use the widget for its latest marketing campaign. The draft which has been negotiated was based on 
the well-known template the Lawyer crafted some years ago for Alpha, which was customised by the 
sales people at Alpha who loaded the draft onto the AgileLean Bankʼs contract negotiation platform 

6.	 Scenarios
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(which is a third-party platform, but paid for by the bank). Not surprisingly, a number of provisions in 
the contract are not in line with the procurement departmentʼs expectations. Luckily, this is a relatively 
small and flexible bank, so the items on their “list of expectations” as configured on the platform is 
manageable manually on their platform (a mere list of 75 items, of which 60 can be automatically 
verified to a certain degree). The Lawyer makes a note to Alpha that next time, before submitting 
drafts to AgileLean Bank, they should first send the draft to her instead, because she already has some 
experience with this bank and could have easily accommodated half of their contractual requirements 
in the initial draft submitted. The Lawyer logs onto the negotiation platform, the platform checks the 
e-ID of the Lawyer and also her power of attorney based on an attached attribute certificate, and lets 
the Lawyer review the discrepancies.

Because the bank has subscribed to the Enterprise Package of the negotiation platform, the platform has 
already undertaken an automated check for 60 items out of the 75, and has highlighted the problematic 
provisions that seem not to be acceptable. It has even provided alternative wording for half of the 
highlighted provisions. Thanks to the responsiveness of the Lawyer, the lawyers of the bank have not 
yet seen this draft. That means the Lawyer is able to make changes first in a way that best suits Alphaʼs 
interest, and label most of the items as resolved by either accepting the suggested changes (even if with 
considerable amendments) or by explaining why the automatic suggestion is not necessary at all and 
is already included somewhere in the agreement. For most of the explanations where legal arguments 
were needed, she has inserted convincing ECLI and ELI references to the government provided legal 
database. Being an experienced lawyer, she already has a large private repository of amendment texts 
for typical requirements and explanations – this repository has now been expanded by the non-subject 
matter specific requirement list of this particular bank.

Having submitted all the changes, the Lawyer instantly notifies Alphaʼs sales team off-channel (that is, 
in a separate message outside the contract negotiation platform) of any issues that they will need to 
answer, and with confidential suggestions on how to proceed with those changes. She also attaches 
the necessary screenshots, with scanned and OCRed texts of the relevant version, which she created 
becausethe platform prohibited her from downloading the current draft. it would be best if the sales 
team is able to finalise the text before the bankʼs lawyers have time to react…

She quickly checks if her time was correctly recorded by her time tracking software. She has to 
consolidate the work on the message to Alpha and the work on the negotiating platform as a single 
activity. She also had to deduct the time spent on updating her private repository which is not billable. 
Otherwise, the automatic tracking was correct. Her message sent to Alpha has also been automatically 
filed to the correct matter and her process tracking information on ongoing work was also updated. 
Even if she is on a monthly fixed fee arrangement with Alpha, they still want to see how much work she 
actually does for them, to the point of details in minutes, otherwise they might fail to see her added 
value and try again to renegotiate their fee arrangement.

6.3.	 Client meeting and intake

The Lawyer now checks the details of the new appointment. The appointment was initiated through 
the MetalErg platform, but the details of the appointment were recorded by an app connected to the 
firmʼs own website (operating within the EU).

All she can see as detail is that the client has made a prepayment by a cryptocurrency for an hour of 
legal advice, and the client will expect the discussion to take place via the MetalErg platform. Due to 
privacy and deontology concerns, no other details can be recorded when using such a channel for 
an appointment (such as exactly what the questions will be), so there is no need for her to make 
preparations.

It is time for the new appointment and time to see (or hear or read material from) the new client. The 
MetalErg bot has already notified the prospective client — by way of pointing to the general terms and 
conditions of the law firm on the website — that due to deontology rules, it is not possible to provide 
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legal services other than oral advice via the MetalErg, and in which circumstances the lawyer will need 
to identify the client prior to providing any service.

The information the client needed was in relation to a cross-border succession law question of some 
very high-value Robed Ape non-fungible (NFT) tokens and half a pair of silver avatar gloves in Sandbox 
that he inherited from a late friend, but was not included in the European Certificate of Succession. 
Luckily, the Lawyer was well-versed in the issue, and so the client was soon satisfied after 40 minutes 
of intense question-answer dialogue. He was so impressed that he asked for another appointment 
regarding a court case he would like to initiate. Considering the remaining 20 minutes had been prepaid, 
the Lawyer suggested changing from instant messaging to a video channel so as to carry out the client 
identification and discuss some basics of the court case.

Considering that the client already had all the necessary information in his European digital identity 
wallet, the identification of Mr Beta took about 30 seconds.. A minute later all the necessary identification 
data was in the Lawyer’s practice management system, confirmed and verified, with national know-
your-customer rules complied with.

The court case is about unfair contractual terms in a consumer contract and related compensation based 
on a privacy breach, and Mr Beta would prefer a fixed fee arrangement. Based on this information, 
the Lawyer suggested that the next consultation should be two hours long. Based on that discussion, 
she will be able to give a fixed fee offer for drafting and filing. The Lawyer and Mr Beta enters into an 
engagement agreement for the two hour consultation to specify the details of the new case, and also 
agree by video on the date of the next consultation (the next day in the morning).

6.4.	 A quick lease agreement is needed

Before the end of the workday, she wants to complete the request she has received two days ago for 
a new lease agreement from another client, Ms Gamma. Ms Gamma has a new prospective tenant for 
her apartment, and they have already agreed on the most commercially important parts (like the term 
of the lease, amount of monthly rent payable, the deposit, responsibility for repairs and maintenance 
etc.). Ms Gamma has already prepared a first draft she has used for the negotiation phase: the text 
came from the automated document assembly tool the law firm makes available to its clients (in 
exchange for a small monthly fee). As usual, no matter how sophisticated the template options may be, 
there are always unique requirements that Ms Gamma needs, and she has had enough bad experience 
to customise the text herself (and besides, the insurance company suggested that she do so). 

Among other things, they have agreed with the tenant (a painter) that the tenant himself will pay for 
the renovations both at the start and at the end of the lease, and for any repainting needed during 
the lease, in exchange for a small deduction in the rent. Of course, Ms Gamma still wants to claim tax 
relief for these costs and is not sure how that will work. Although the changes required by the landlord 
are straigthforward, the Lawyer reviews the full agreement, and makes some further adjustments due 
to regulatory changes effective from 1st January that are not yet incorporated into the template. She 
records her time on Ms Gamma’s matter, sends a task to the trainee to include the necessary changes in 
all the relevant document assembly templates, and messages her law firm partner to discuss planned 
regulatory updates for the templates.

Ms Gamma has also asked the Lawyer to make a for-information translation in English of the final 
agreement for the new tenant as well. She sends the document for translation to the trainee, but of 
course, he will use an automated translation service for the first draft, and will only review the end 
result before sending the finished work to Ms Gamma.
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6.5.	 Preparing for court work

During the two-hour consultation with Mr Beta, the Lawyer first carefully discusses with the client how 
and where he has bought the doorbell that is the subject of the dispute, and gathers the list of evidence 
she will need from the client: both the usual evidence (such as the webshop product page, the placing 
of the order, the information and terms and conditions published, the acknowledgement of the order 
received etc.) and the more specific evidence on the terms of the fixed subscription, including home 
insurance and monitoring, the evidence for faulty performance (when the owner was not recognised), 
the date of the data breach, the saved configuration of the doorbell, the breach notification sent by the 
provider, and the time of call with customer support when promises for free cancellation were made. 
At the end of the consultation, the Lawyer gives Mr Beta the list of evidence at his disposal to send to 
her, and she promises Mr Beta that she will come back to him with the offer within two further working 
days.

Based on the discussions, her memo and the evidence received so far, the Lawyer goes to the bidding 
module of her practice management system for some calculations. First, she enters the court case 
details such as the type of proceedings, the court to which the claim will be addressed, the causes 
of action and the list of evidence currently known. She now sees a statistic on the duration of the 
proceedings and the number of court hearings that were necessary in similar past cases. However, due 
to anonymisation concerns and the lack of a sufficient number of similar cases, there is not enough 
data to give her a reliable prediction on the amount of compensation that they may recover for the 
data breach and the leak of his video footage.

Considering that she does not yet know Mr Beta well, she will have to include a risk premium in her 
fixed fee calculation, as recommended by the bidding module. However, most of the missing evidence 
will be probably easy to acquire, because no cross-border requests are to be sent to providers other 
than for the audio recordings of the support call. Furthermore, Mr Beta sent all the required evidence 
in a very short time and in good quality, so she adjusts the evidentiary risk factor accordingly. She 
finalises the offer, and a draft engagement agreement is assembled that also includes the fees and 
terms of engagement.

6.6.	 A service for a professional entrepreneur

Next day, the Lawyer has to start the work she received last week from the EU network of independent 
firms to which her firm belongs: a country-level regulatory review for one of Ms Delta’s new startups. 
Ms Delta is a successful serial entrepreneur from Nigeria. The new company is based on an integrated 
recycling platform of packaging of FMCG73 products centred around ultra-low-cost flexible NFC74 tags. 
The company sells and rents to both consumers and companies a huge array of popular recycling 
equipment integrated with NFC tags, and wishes to keep operations lean by using a decentralised 
application (“dApp”) built from smart contracts and running on a permissioned blockchain. These 
contracts are each a piece of code, and together they ensure that customers no longer subscribing 
to certain features of the recycling equipment (such as accessing the waste exchange to sell recycled 
components) will no longer able to use the equipment for these features. 

Because Ms Delta already had a number of similar platforms, the company did not spend much time on 
creating and testing these new smart contracts, but still sent them for strict security audits. However, 
the insurance company said it will not cover the new platform with product liability insurance unless 
the company makes a country-by-country level risk review of how these smart contracts interact with 
and fit into the regulatory regimes of EU countries (a legal audit of the decentralised application). So, 
the company made an architectural overview of the platform, explaining how it is supposed to work, 
and all the smart contracts implemented in the dApp were also included in source code format (in 

73	 FMCG: fast-moving consumer goods, see here
74	 NFC means near-field communications, NFC tags are tiny computers (system-on-a-chip) or memory devices that 

communicate with readers and writers via radio-frequency in short range, and enable precise tracking of goods.

https://en.wikipedia.org/wiki/Fast-moving_consumer_goods
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the programming language Go). Based on offers submitted by multiple networks and law firms, the 
company selected the network of which the Lawyer’s law firm is a member.

Of course, the sort of work work required in this case is not very common among law firms. To start 
with, very few companies want to invest money in initial legal audits when they build a new dApp (and 
even fewer want to spend on periodic review of regulatory changes). Investors usually require review 
only for the largest jurisdictions, and even in those countries it is sufficient to involve only a handful 
of law firms to make the audits. The Lawyer is one of the very few lawyers in her country who has 
undertaken such work previously, and so she already has some experience in undertaking this review. 
She has also taken some training on this kind of work organised by the network.

Her job mainly involves familiarising herself with the architectural overview, not the code. She first 
adapts, in light of her own country’s national laws, the template list of contentious situations, cases of 
typical government interventions and judicial orders which the dApp should be able to accommodate, 
and checks those against the process set out in the overview. Whether in code, by human administrative 
support or by special instructions of company officers, the startup should be able to address all items 
in the list. The lead network firm has a contract with a software specialist company which is able to 
compare the architectural overview with the source codes included, and if necessary, drill down in 
the latter and evaluate which situations are not covered by the smart contracts. Based on this internal 
review, the network firms will receive an updated version and finalise their first report to the startup.

6.7.	 Court work for Mr Beta and submission of the package to the court

Following Mr Betaʼs approval, she starts working on his case. She transfers existing evidence from the 
client communication files to the case management software, and records all other details she has. 
She checks how the statement of facts relates to the list of existing evidence, what evidence she will 
need to acquire prior to creating the first draft of the claim and how these pieces of evidence relate 
to the causes of action (compensation for privacy breach and refund for the early termination of the 
subscription).

Now she turns to the relevant case law. She starts researching in her legal database: what arguments 
and what evidence have courts accepted in the past from claimants as proof of data breaches related 
to consumer devices or home security and alarm services? She also investigates findings of unfair terms 
in consumer contracts in relation to non-performance of the supplier’s obligations while obliging the 
consumer to fulfil the consumers’  own obligations — in what previous cases has the unfairness of this 
condition been established, and what was the argumentation used by the claimants? She takes notes 
based only on her research.

A couple of weeks later, she now has all the evidence she needs to finalise the claim. She checks in the 
case management software for both causes of action that all the facts necessary to establish her claim 
are included, and all the facts are supported by evidence. Based on this, she reviews the draft statement 
of facts written by the software from the raw data, and rewrites this to create a more fluid, easy-to-read 
statement of facts. Now it is time for the software to generate the first draft of the claim while using 
the appropriate smart electronic form, including all the structured metadata for the pieces of evidence, 
her semi-structured reasoning and arguments marked-up with the correct computer representational 
language, and the non-structured narrative parts intended to convince the judges.

When she feels the document is ready, she creates the final package with the help of the case 
management software, including every attachment needed from the power of attorney to the last 
evidence and her electronic signature, and delivers it to the courts via a registered channel. The case 
management software automatically saves the acknowledgement of receipt. Within two minutes, 
the results of the validity and IT risk checks carried out on the package submitted and the new case 
identifier are received and recorded.
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7.1.	 Introduction

The amount of information to be processed by lawyers continues to increase every year: a more 
digitised society creates more and more data. A surge in regulatory instruments created or  court cases 
published boosts the demand for the processing capacities of lawyers. All this intensifies competition 
among legal service providers on the basis of the capabilities of their IT tools.

We have to remember that greater processing capacity for a lawyer does not necessarily mean either 
higher quality of work for the client, greater legal certainty or a more complete adherence to the rule of 
law. Similarly, it does not follow that lawyers will necessarily provide better services just because they 
have access to more regulatory instruments and cases.

When lawyers try to meet expectations with regard to the increase of their data processing capabilities, 
they need to ensure that they act in compliance with the core principles of the European legal 
profession. These principles are not only enshrined in deontological rules, but also in the jurisprudence 
of the European Courts and the European Court of Human Rights. These principles include especially 
the independence of the lawyer, the obligation to avoid any conflicts of interest and the duty to respect 
professional secrecy.

In this part, we highlight some risks to lawyersʼ compliance with their professional obligations when 
using AI tools. Some of these risks are more closely connected to the nature of the tools used or 
their delivery method (such as risks of using tools provided by third parties, risks of bias and lack 
of transparency in machine learning methods), and some risks arise from the perspective of the 
professional obligations of lawyers, such as the obligations of confidentiality or of competence.75

75	 See also e.g., Conseil National de Barreaux, Assemblée générale du 9 octobre 2020 Groupe de travail Legaltech (n 25) 
14–17.
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7.2.	 Risks of technological nature

7.2.1.	Risks arising from using cloud computing and online platforms to provide access to AI tools

The first risk of a technological nature that we require to mention is not specific to AI tools per se, but 
to the most popular way of deploying AI tools: using cloud services intended to be used by everyone 
(public cloud services).76 The very same risks apply to lawyers using online platforms, because these 
platforms also rely on public cloud services,77 and from this point of view, the source of the risk is the 
deployment model and not e.g. the double-sidedness of the model.78

In theory, any AI tools could work on-premise as well, so the way that AI tools are deployed should 
not be seen as an AI tool-specific risk. However, because of the severity of the effects of such risks and 
these risks affect and will affect almost all small law firms, it is indispensable that we discuss these risks 
– even if we know that these risks are not directly and necessarily tied to AI technology. We consider 
the risks of the deployment model as one of the most important risks of AI tools.

Cloud computing-based tools are popular for lawyers for the same reason that they are popular for all 
consumers: they avoid serious difficulties relating to implementation, configuration and maintenance, 
and keep technical tools both simple and cost-effective to operate. It becomes possible for lawyers to 
start using a complex service right away, with minimum upfront investment in time and money. They 
may also give the lawyer a promise of instant and secure access from anywhere.

The risks of cloud computing have been analysed in a greate deal of detail by the CCBE.79 With regard to 
AI tools, the CCBE has highlighted issues such as the problem of extraterritoriality (users not having any 
control over how local regulations applicable to the cloud provider might affect rights and protections 
granted to lawyers in their home jurisdiction),80 and the problem of how lawyers may access their own 
data at the end of the contractual relationship with the provider.81 (The risks of privacy, governmental 
and unauthorised access are discussed in a separate section 7.2.3.) 

The most important risk that which persist to this day unchanged is the risk of vendor lock-in. A minor 
risk could be that of resolving an eventual dispute with the service provider.82 However, in our view, the 
bigger problem is the one described as “getting the data out of the cloud is much harder than putting 
it in”.83 Separate documents, bills, balances, and client account information can be exported easily 
from a cloud computing service, but there is no standardised way for exporting all the transactional 
information and transferring it to another cloud service provider. The more completely the AI tool is 
integrated into the operations of a law firm, the bigger this problem becomes (especially for practice 
management related AI tools). The problem can be solved only in theory, by way of defining and using 
standards, but any such standardisation would need considerable investment specific to popular 
solutions available at the time of defining the standards. In practice, in an EU-country level fragmented 
market, this is very difficult to achieve.

This also means that the more successful a cloud provider becomes in terms of IT tools for lawyers, 
the more integrated its offering becomes (e.g., for practice management software providers), and the 
stronger the cloud service provider also becomes vis-à-vis lawyers.

76	 Peter Mell and Tim Grance, ‘The NIST Definition of Cloud Computing’ (National Institute of Standards and Technology 
2011) NIST Special Publication (SP) 800-145 7 accessed 5 December 2021.

77	 Council of Bars and Law Societies of Europe, ‘CCBE Guide on the Use of Online Legal Platforms’ (29 June 2018) accessed 
5 December 2021.

78	 ibid 6.
79	 Council of Bars and Law Societies of Europe, ‘CCBE Guidelines on the Use of Cloud Computing Services by Lawyers’ (7 

September 2012) accessed 5 December 2021.
80	 Council of Bars and Law Societies of Europe, ‘CCBE Guide on the Use of Online Legal Platforms’ (n 77) 11.
81	 ibid 13.
82	 ibid.
83	 Homoki (n 5) 68.

https://csrc.nist.gov/publications/detail/sp/800-145/final
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_Guides_recommendations/EN_DEON_20180629_CCBE-Guide-on-lawyers-use-of-online-legal-platforms.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Position_papers/EN_ITL_20120907_CCBE_guidelines_on_the_use_of_cloud_computing_services_by_lawyers.pdf
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7.2.2.	Relying on results without proper explanation and understanding, and others risks relevant to 
the performance of AI tools

Based on the AI Index of 2021, after cybersecurity and regulatory relevance, the third most important 
risk in adopting AI tools that organisations consider relevant is the lack of explainability of the results 
of such tools.84 The Commission has also highlighted that “in order to increase transparency and 
minimise the risk of bias or error, AI systems should be developed in a manner which allows humans to 
understand (the basis of) their actions”.85 

One has to be aware of the problem that explainability has a very different meaning for technical 
people, for lay people and for court use. The Ethics Guidelines on Trustworthy AI sets out a requirement 
that “explanation should be timely and adapted to the expertise of the stakeholder concerned (e.g., 
layperson, regulator or researcher)”.86

Currently, this requirement on explainability is nothing more than a research objective that is very 
distant from reality.

Already a large number of research papers have been published that deal with explainability specifically 
within the domain of the law,87 but even the most basic concepts of explainability and the classifications 
of types of explanations are diverse, and are also domain- and use-case specific.88

This highlights a very significant problem. Due to their increased performance, NLP techniques such 
as word embedding language models are becoming dominant in the legal use of AI.89 However, this 
technique is a black box type of model, meaning that these models do not operate in a way that can 
be interpreted and explained.90 Evidently, however, legal uses and the principle of rule of law demand 
a strong-sense interpretability of the results of a model.91

[box: Word embedding language models are becoming dominant in the legal use of AI. However, this 
technique is a black box type of model, meaning that these models do not operate in a way that can 
be interpreted and explained. Evidently, however, legal uses and the principle of rule of law demand a 
strong-sense interpretability of the results of a model.]

When an AI tool is used in a low-risk context, such as when the results are expected to be reviewed by 
a professional, prior to being sent to clients, explainability tends not to be so much of a problem. In 
such a case, the professional is also expected to check not only the validity of the results but also if the 
relevant facts of the case provide adequate support to explain the results. But such a requirement of a 
step-by-step human review severely limits the usability of AI tools.

Even if only humans have the true capability to understand a written text in versatile ways, such a 
review is more prone to fatigue, stress and emotion and it is usually considerable slower. These factors 
all decrease human performance compared to the models used by AI tools. That means the longer the 
results of the AI tool become (i.e. the longer the generated text becomes, the longer the list of search 
results is, the more text that needs to be categorised and labelled), the less we can rely on human 
review mitigating risks from the AI tool, including the problem of the lack of explainability of the results.
84	 Daniel Zhang and others, ‘The AI Index 2021 Annual Report’ [2021] arXiv:2103.06312 [cs] 102 accessed 4 December 

2021.
85	 European Commission (n 2) 14.
86	 High-Level Expert Group on Artificial Intelligence, ‘Ethics Guidelines for Trustworthy AI’ accessed 12 December 2021  20.
87	 Giulia Vilone and Luca Longo, ‘Explainable Artificial Intelligence: A Systematic Review’ [2020] arXiv:2006.00093 [cs] 6  

accessed 12 December 2021.
88	 ibid 7–14.
89	 Vadász and others (n 6).
90	 Prashant Gohel, Priyanka Singh and Manoranjan Mohanty, ‘Explainable AI: Current Status and Future Directions’ [2021] 

arXiv:2107.07045 [cs] 11 accessed 12 December 2021.
91	 Council of Bars and Law Societies of Europe, ‘CCBE Considerations on the Legal Aspects of AI’ (n 3) 12.
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Requiring step-by-step human review limits the number of AI tools which can be interconnected with 
each other: even the basic AI tools available today often rely on many different layers of automated 
decisions. For instance, for a legal due diligence review tool, documents are first labelled (categorised) 
by their languages, and then by document types (e.g. based on three different, non-overlapping 
taxonomies), then labelled based on the document types, and finally, relevant information is extracted 
from the documents (such as provisions on term and termination, amount of rent etc.). In the next 
step, a risk score is estimated by the AI tool for that given document and finally, the lawyer receives an 
automatically generated report on all the documents reviewed. Integrating a compulsory human review 
at every step would make this tool too difficult to use, which makes this approach both impractical and 
unlikely.

Publishers of AI tools tend to provide as little transparency on the internal working of their AI tool 
as is they can get away with whilst seeking to convince lawyers to subscribe to their tools. This is 
understandable, because by explaining in detail how their successful tools work (including how the 
dataset was built, what architecture they are using etc.), they will just face more intense competition 
by free-riders closely following their approach. Current intellectual property rights cannot fully 
address the concerns of publishers of AI tools, and so they try to minimise the information needed for 
transparency, and so also for explainability.

That also means that requirements for transparency and explainability have to be demanded by lawyers 
themselves, the users of such tools, who should not just simply leave it to the publishers to fulfil this 
general social need.

Besides explainability and transparency, there is a number of other characteristic problems arising from 
AI tools.92 One well-known such problem is what is called the brittleness of AI: the system functions 
well within certain bounds but poorly outside those bounds.93 That is, it may seem to perform well as 
long as the real-life conditions are similar to the training conditions, but the performance might be 
unexpectedly and severely degraded in certain situations not encountered during the original training. 
Changes that are minor or even invisible for human attention (such as putting some small extra 
stickers on a STOP traffic sign) might cause the AI to misinterpret a STOP sign as a speed limit sign.94 
This brittleness of an AI can indicate deficiencies in both the reliability and training of AI tools. Such 
unexpected results may show that the tool is simply not yet reliable in the live operating conditions 
of its intended use, and this lack of reliability might be improved by providing more diverse training 
data for the tool. Legal use of AI tools is less critical in terms of dangers to life and limb compared to 
well-known AI uses such as self-driving cars, automated weapons and avionics,95 but some standards 
developed in the validation of AI tools in the latter domains can also be used with legal AI as well.

Another characteristic problem is only partly of a technical nature: bias and discrimination or unfairness 
may be caused both by the data source used and by the algorithms and models evaluating the data.96 
Bias may result from historical data skewed towards specific groups or from specific data collection 
mechanics, from lack of data in certain areas97 (also called unobservable outcomes or survivorship 

92	 See also Charles Q Choi, ‘7 Revealing Ways AIs Fail’ (IEEE Spectrum, 21 September 2021) accessed 14 December 2021. 
This list of characteristics problem is just an illustration for lawyers, and does not indent to be provide any comprehensive 
view on such subject, omitting important other problems like catastrophic forgetting etc.

93	 Andrew J Lohn, ‘Estimating the Brittleness of AI: Safety Integrity Levels and the Need for Testing Out-Of-Distribution 
Performance’ [2020] arXiv:2009.00802 [cs, stat] 1–2 accessed 14 December 2021.

94	 Douglas Heaven, ‘Why Deep-Learning AIs Are so Easy to Fool’ (2019) 574 Nature 163 accessed 25 February 2022.
95	 Lohn (n 93) 5–6.
96	 For examples in the legal field, see Council of Bars and Law Societies of Europe, ‘CCBE Considerations on the Legal 

Aspects of AI’ (n 3) 23–24.
97	 Nengfeng Zhou and others, ‘Bias, Fairness, and Accountability with AI and ML Algorithms’ [2021] arXiv:2105.06558 [cs, 

stat] 5 accessed 18 December 2021.
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bias98), both resulting in what is called training data bias.99 Equally important is that bias can also be 
introduced by reason of the chosen methods, models and architects, including statistical rules or the 
optimisation methods and parameters for performance.100 A third major source of bias is related to 
a change in the usage of the AI tool: systems originally intended for one purpose may be tried for 
reuse in a different area (including cross-jurisdictional use of AI, e.g. a legal analytics tool popular in 
the USA used by lawyers in Ireland) or the results of a tool intended for a different context are simply 
misinterpreted by a user (or another AI tool) working in a slightly different context.101

7.2.3.	Risks to privacy

Most, but not all of the privacy risks are related to AI tools deployed in cloud services. In the last nine 
years, cloud computing services have matured significantly, and have become mainstream even in the 
most tightly regulated sectors, such as in financial regulation.102 Security processes have become more 
robust with widely accepted third-party attestations and assurances on the reliability of IT security 
controls. This includes the Cloud Control Matrix103 or most of the reports of the Service Organization 
Controls of the American Institute of Certified Public Accountants.104 However, certain information 
security controls are still lacking. As long as the service provider (or any underlying platform or 
infrastructure provider) is technically able to read and access the data of the lawyer, the risks of 
unauthorised access will remain a serious concern for lawyers. We discuss this in more detail in relation 
to the professional obligation of confidentiality, in section 7.3.3, except for one aspect, the danger of 
an online service provider reusing client data for its own use (including for new trained models), which 
we discuss here.

Regarding reuse of data, the advice given in relation to online platforms applies here as well.105 
The most striking problem is that current online legal platforms, including those providing AI tools, 
rarely provide any information at all about the possibility for the provider to reuse information at 
the provider’s disposal. Lawyers should seek to insist upon terms and conditions clearly excluding any 
profiling activity (even if the target for the profiling is only the same lawyer) and reuse of data even 
after supposed anonymisation of the data.

The problem is that many forms of unstructured legal data – such as full text judicial decisions or 
contracts – are very hard to anonymise, and it is difficult to remove personal data from them. Simply 
removing names and locations is not enough, because a number of unique events or other context-
related information may be present in a decision which make it possible to reidentify the client or 
even narrow down the number of possible relevant entities, which in itself would result in a breach of 
confidentiality.106

98	 ‘Survivorship Bias’, Wikipedia (2021) accessed 18 December 2021.
99	 Xavier Ferrer and others, ‘Bias and Discrimination in AI: A Cross-Disciplinary Perspective’ (2021) 40 IEEE Technology and 

Society Magazine 72, 1.
100	 David Danks and Alex John London, ‘Algorithmic Bias in Autonomous Systems’, Electronic proceedings of IJCAI 2017 

(2017) 4693 accessed 18 December 2021.
101	 ibid 4694.
102	 See e.g., ‘Proposal for a Regulation of the European Parliament and of the Council on Digital Operational Resilience for 

the Financial Sector and Amending Regulations (EC) No 1060/2009, (EU) No 648/2012, (EU) No 600/2014 and (EU) No 
909/2014’ accessed 12 December 2021. or European Banking Authority, ‘Guidelines on Outsourcing Arrangements’ (5 
June 2019) accessed 12 December 2021.

103	 Cloud Security Alliance, see https://cloudsecurityalliance.org/research/cloud-controls-matrix/
104	 See also Council of Bars and Law Societies of Europe, ‘CCBE Guide on the Use of Online Legal Platforms’ (n 77) 11.
105	 ibid 12.
106	 Gergely Márk Csányi and others, ‘Challenges and Open Problems of Legal Document Anonymization’ (2021) 13 Symmetry 

1490, accessed 25 February 2022.
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So, this risk persists even if a service provider claims that it will anonymise all stored data before using 
it for any purposes other than service to the lawyer (e.g., before reselling). As mentioned in the CCBE 
Guide on online platforms,107 in spite of all best endeavours, it might turn out that the anonymised 
dataset can later be reidentified, based on further information that is at the disposal of a third person 
who may have gained access to the originally anonymised dataset, and safeguards in GDPR (such as 
Article 22) may also not be able to resolve this problem.

Beside the problems common to AI tools, cloud services and online platforms, it is also important to 
highlight a specific privacy risk that is applicable to AI tools only. Even when undertaking processing 
on-site (i.e. not using any cloud computing services), a lawyer could be in breach of confidentiality 
obligations if the law firm itself trains a model based on client data in its possession (such as timesheet 
information, contracts, their own court documents), and then allows a third party to copy this trained 
model data and take it for its own use. The output of training (trained models) often does not appear 
to be legible data at all, but one should be mindful of the problem that the output of popular language 
embeddings (texts turned to numerical representations, like vectors of the text, such as in BERT etc.) 
can be used to predict the original text used for (pre)training, and reverse-engineer it to disclose 
sensitive information from the source.108

This also demonstrates why lawyers should never authorise AI tool providers to use legal data at their 
disposal for training or analysis by third parties unless the lawyer obtains reliable assurances that the 
given method does not suffer from similar privacy risks. Without such an assurance, the lawyer is simply 
not in a position to use such a service. Simply accepting standard terms and conditions containing 
implicit or explicit permissions to train or analyse would probably be in violation of professional 
obligations of confidentiality unless the client has provided a prior informed consent. However, such 
consent is not likely to be given if the lawyer is not even aware of the risks.

107	 Council of Bars and Law Societies of Europe, ‘CCBE Guide on the Use of Online Legal Platforms’ (n 77).
108	 Xudong Pan and others, ‘Privacy Risks of General-Purpose Language Models’, 2020 IEEE Symposium on Security and 

Privacy (SP) (2020) accessed 18 December 2021.
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7.3.	 Risks arising from professional obligations

7.3.1.	Risks to professional competence: dangers of trying out new technology

Changes in technology may affect what questions are asked of lawyers and what answers lawyers 
should give (the knowledge base a lawyer works with), but these may also alter how lawyers operate 
their legal practices.

Such changes may create a conflict between the expectations of some clients and the professional 
expectation of a competent approach by the lawyer. Clientsʼ wishes and business development reasons 
could both create an incentive for lawyers to appear as a pioneer in trying out (and relying on) new 
technologies and also to «boldly give advice» in areas where no lawyer has done so before.

As for the first aspect, lawyers are often expected to guess how society and courts will react to the 
impacts of a technical tool. Clients can exhibit overconfidence and shallow knowledge of a technology, 
regardless of whether they are inventors, professional investors or just private persons in the know. 
However, the professional expectation of competence for lawyers requires that they should not “take 
on a case which he or she is not competent to deal with”.109 Lawyers must act in accordance with 
this principle at all times, even if a client suggests relying instead on a technological tool. Continuing 
professional development for lawyers is based on the appropriate training of the lawyer, which in turn 
implies some previous accumulation of experience that is used for that training. The proper focus of 
a lawyer’s field of work is the social impact of technology, and not on understanding how technology 
works and, based on that, to make predictions on what future impacts a piece of technology will have 
on society. Of course, there are many ways lawyers can provide appropriate advice to their clients 
regarding the results of innovative technologies, but sometimes the best advice a lawyer can give is 
to communicate clearly any uncertainty and to demonstrate how weak predictions may be, and how 
misleading past forecasts are.

With regard to the internal working of a law firm, like in any company, the fear of missing out (FOMO) 
in the field of AI may increase risks related to insufficient professional competence. The amount of 
information annually published on AI is enormous even for academics (e.g. in 2020, this increased 
by 34.5% from the previous year110), and so coping with so much new information is difficult even for 
specialists in this technology. Publishers of AI tools occasionally provide incomplete or even misleading 
information about their products, make products available that are not yet suitably tested, or not 
sufficiently customised for the specific needs of a lawyer in a given jurisdiction, or they simply disregard 
applicable deontological or other rules.

Altogether, the feeling of FOMO and the lack of reliable information may lead lawyers to make bad 
decisions which are in contrast to the professional obligation of competence. They may invest in 
unreliable technology and build important processes of their law practice on tools that have still not 
been properly tested on the given (national) market, or are not yet in line with the national rules of 
deontology. The major risk is not in spending the income of the practice unwisely – that is the least of 
the problems. An over-eagerness in trying out new tools may lead to the more strategic problems of 
unexpected data breaches or violation of professional obligations.

109	 Council of Bars and Law Societies of Europe, ‘Charter of Core Principles of the European Legal Profession and Code of 
Conduct  for European Lawyers’ (2021) 8 accessed 15 March 2022.

110	 Zhang D and others, ‘The AI Index 2021 Annual Report’ [2021] arXiv:2103.06312 [cs] 25 accessed 4 December 2021
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Lawyers are expected to be aware of their deficiencies as part of the obligation of competence. It is 
important for small law firms to identify what processes need to be in place at the law firm to be able 
to use new, promising tools reliably. But publishers of tools sometimes promise simple technological 
means as a substitute for non-existing manual processes in firms, which is not a prudent approach 
from the viewpoint of the user (the publishers of these tools may be unaware of how the manual 
process would have worked, why process steps were important etc.). A technical tool substituting or 
incorporating a process will not provide the same flexibility as that of which a manual solution would 
be capable.

7.3.2.	Risks to professional competence: integrating technical and human processes, balancing 
promises with actual capabilities

The expectation of the competence of a lawyer also demands that lawyers do not take on more clients 
than they are able to serve professionally. This is a considerable risk when lawyers have cheap access 
to very effective tools which sometimes provide unexpected increases in visibility, made possible by a 
more interconnected, digital society.

AI tools can easily increase this risk. These tools can significantly contribute to making law firms more 
cost effective, e.g. by making client intake more streamlined, carrying out legal research and document 
creation faster and without any repetition. But there is always a strict limit to the maximum volume 
of service that a single law firm can undertake while working according to the same business model 
(remaining a law firm). 

Activities in law firms are built around the responsibilities of highly skilled individuals. These professionals 
and their knowledge serve as the primary cornerstone of the law firmʼs business. This is markedly 
different in other businesses, where the most valuable parts of a business (the core competitive 
advantage) may be a well-developed sales channel, complex business processes implemented, the 
firmʼs equity or other impersonal capital assets of the business.

A major reason for this personal nature of law firms is the requirement to understand what a client 
really needs in terms of legal advice compared to what the client is able to articulate as a legal need. 
Even if a lawyer receives a large number of very similar requests from consumers or micro enterprises, 
the evaluation of clientsʼ actual needs requires the attention of a trained, professional lawyer.

Therefore, an advanced, fully automated operational structure of a hypothetical future small law firm 
will not be able to provide more services than a certain number of hours a day per trained lawyer, no 
matter the demand from society for such services. Otherwise, the business model is no longer that of 
a law firm.

Because of the core principles of the legal profession, lawyers are expected to avoid taking on more 
client engagements than they are able to serve appropriately. Even if, deontologically, lawyers are free 
to refuse requests from a large number of potential clients (due to lack of capacity), when relying on AI 
tools to attract and engage with new customers it might be difficult to draw a clear line between rejecting 
a potential client and failing to serve a client already engaged. Due to the special characteristics of the 
profession of lawyers, there are countries and situations where it is not an option simply to let clients 

A major reason for this personal nature of law firms is the 
requirement to understand what a client really needs in 
terms of legal advice compared to what the client is able 
to articulate as a legal need. Even if a lawyer receives a 
large number of very similar requests from consumers 
or micro enterprises, the evaluation of the clientsʼ actual 
needs requires the attention of a trained, professional 
lawyer.
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down in such cases, and to let them find a new lawyer if they want to. Overcommitment by individual 
law firms can often lead to economic problems and insolvency. In a number of countries, there are 
specific regulations on the liquidation of law firms. In such situations, the infringement of the obligation 
to act within one’s professional competence leads to capacity problems and overcommitments, and 
becomes the problem both of other licensed law firms and of bars.

7.3.3.	Risks related to professional secrecy obligations of the lawyer

Many aspects discussed in section 7.2.1 and 7.2.3 are also relevant to the professional secrecy obligation 
of lawyers, and are not repeated here. 

As discussed above, information security controls are still lacking in cloud services where providers 
are often technically able to read and access the data of the lawyer, resulting in a risk of unauthorised 
access, and thus breaches of confidentiality and legal professional privilege obligations, including reuse 
of client data for other purposes111 or unlawful interception of communications by authorities.

From the perspective of their deontological obligations, lawyers have to be aware of the privacy threats 
to which client data becomes exposed when lawyers choose certain data processors (including cloud 
service providers). 

Evaluating client confidentiality is never merely a technical exercise, reviewing boring lists of IT security 
controls, or ISO 27000 or SOC reports. The most important question a lawyer has to take into account 
is not the costs or the ease of use, but the risks to the client in case of third-party access: who might be 
interested in the details, what could happen to the client in case of a successful attack, and where the 
lawyer can keep relevant records safe during the engagement.

Whenever third-party service providers are involved (whether cloud computing or not), a risk exists 
that a prosecutor or a judge or others may order a service provider to provide access to information 
that is protected by lawyer-client confidentiality, and at the same time, prohibit the provider from 
informing the lawyer of such access.112 Also, despite clear statutory or other legal protections of client-
lawyer confidentiality, or human right requirements for a fair trial, procedural  means to enforce these 
requirements are still lacking in many situations, such as service providers not being aware that a 
protective regime should be in place vis-à-vis demands from law enforcement agencies due to the 
confidential nature of the information which is being processed. That might result in a case where 
electronic information located at the premises of the lawyer is better protected from access compared 
to the capabilities of a top-notch security cloud provider or data-centre. Of course, in recent decades, 
self-hosting basic services like e-mail servers reliably is becoming more difficult and expensive for law 
firms and other enterprises (continuous upgrades and more sophisticated configuration, maintenance 
of blacklists and spam filters, with clients expecting compliance with expensive measures like disaster 
recovery and testing).

In addition, although the regimes regulating government access to data at service providers within 
the EU are expected to become more harmonised in the future, these are still very far from being 
completely harmonised even within the EU, and mostly remain the subject of national regulation. 
Therefore, what might be lawful access in the country of the provider of an AI tool might not be lawful 
in the country of operation of the lawyer, and such differences jeopardise clients’ interests.

7.3.4.	Risks related to the independence of the lawyer

Lawyers are expected to be free and independent in pursuing their activities in advising and representing 
the client. This includes independence from the state and any other entities, and lawyers must not 
allow their independence to be compromised by improper pressure for business reasons.

Similar to the risks of vendor lock-in already mentioned in section 7.2.1, lawyers should be aware of the 
risk that, in the longer term, the most successful AI tools may also negatively affect their independence. 
If lawyers can use a single tool for purposes that are important for their business processes, lawyers 

111	 Council of Bars and Law Societies of Europe, ‘CCBE Guide on the Use of Online Legal Platforms’ (n 77) 12.
112	 Regarding this subject, please see Council of Bars and Law Societies of Europe, ‘CCBE Comparative Study on Governmental 

Surveillance of Lawyers’ Data in the Cloud’ (2014) accessed 7 February 2022.

https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Position_papers/EN_ITL_20140404_Comparative_Study_on_Governmental_Surveillance_of_Lawyer_s_Data_in_the_Cloud_final.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Position_papers/EN_ITL_20140404_Comparative_Study_on_Governmental_Surveillance_of_Lawyer_s_Data_in_the_Cloud_final.pdf
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will face the same problems as set out in the CCBE Guide on the Use of Online Legal Platforms, that is 
interference by the provider of the AI tool in the lawyersʼ relationship with clients (including that the AI 
tool provider might become a platform, even without trying expressly to sell its services as such). This 
could be a more acute problem in oligopolistic or monopoly markets, where bottleneck inputs could 
hinder new entrants from providing substitute services. Such bottleneck inputs might be the models 
(like foundation models113) or limited access to the necessary data sources. Besides bottleneck inputs, 
fragmented market sizes in small jurisdictions also increase the possibility of a single player dominating 
an important market in AI tools.114 The economic weight of a widely used AI solution can force lawyers 
to accept terms set out by AI providers that infringe their independence. Lawyers, and also future 
regulators of innovative tools, need to be actively aware of this risk.115

113	 Rishi Bommasani and others, ‘On the Opportunities and Risks of Foundation Models’ [2021] arXiv:2108.07258 [cs] 
accessed 19 December 2021.

114	 Homoki (n 5) 46–47.
115	 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial 

Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts (n 54).

http://arxiv.org/abs/2108.07258
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This guide has attempted to provide a glimpse into the exciting opportunities that AI tools may hold 
for the legal profession, with a focus on how small law firms may benefit, and the risks of which they 
should be mindful.

Today, it can already be said that AI is not in a position to make the legal profession redundant, and that 
its tools will not set lawyers on a path similar to that of elevator operators. However, depending on how 
society will be transformed by the use and reliance of such technology, lawyers will also have to adapt 
and adjust their workflows and competences.

The transformation will not be without problems, and we should not forget the dangers to human 
rights, fair trials and our core principles. To prepare to defend these values better, lawyers, bars and law 
societies should understand the risks of transformation in more depth, and that can only be achieved 
by using AI tools with prudence.

This has to be done even if the current tools are far from perfect, or are adapted to different jurisdictions 
or languages, exacerbated by the fragmented market for IT tools for lawyers across the Member States 
of the EU. Current tools may not provide all the information deemed necessary by lawyers, and may 
lack financial sense or practical usability. But there are already AI applications that can be tried even by 
the smallest of law firms – of course, with sufficient caution, in specific low-risk areas, and all the while 
understanding the relevance of the risks set out in this guide.

The use of more and more AI tools is inevitable in the long run, because it is not something that any 
profession can avoid – nevertheless, lawyers should pay attention to be sure that such tools are used 
in a way that does not harm clients or the rule of law, and that our use of the tools does not in any way 
lead to reducing the protection for the weak that a legal system is expected to provide.

Finally, we should warn that this guide evaluates only certain areas of risk related to AI. The technologies 
mentioned here might still not be desirable with regard to their implications, for example, for the rule 
of law, the core values of the profession or human rights.

8.	 Conclusions
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